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Abstract

The stability of two recently developed pressure spaces has been assessed

numerically: The space proposed by Ausas et al (Comp. Meth. Appl. Mech.

Eng., Vol. 199, 1019-1031, 2010), which is capable of representing discontin-

uous pressures, and the space proposed by Coppola-Owen and Codina (Int.

J. Numer. Meth. Fluids, Vol. 49, 1287-1304, 2005), which can represent dis-

continuities in pressure gradients. We assess the stability of these spaces by

numerically computing the inf–sup constants of several meshes. The inf-sup

constant results as the solution of a generalized eigenvalue problems. Both

spaces are in this way confirmed to be stable in their original form.

An application of the same numerical assessment tool to the stabilized

equal–order P1/P1 formulation is then reported. An interesting finding is

that the stabilization coefficient can be safely set to zero in an arbitrary band

of elements without compromising the formulation’s stability. An analogous

result is also reported for the mini–element P+
1 /P1 when the velocity bubbles
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are removed in an arbitrary band of elements.

Keywords: Finite elements, numerical stability, inf-sup condition,

eigenvalue problem, discontinuous interpolants

1. Introduction

Accurate numerical simulations of flows dealing with moving interfaces

still pose a number of difficulties. In a finite element framework, one of the

most pertinent is the representation of discontinuous quantities across the in-

terface, as appearing in free-surface and two-fluid flows, which usually involve

discontinuous material properties and/or presence of surface tension effects

and singular forces. These discontinuities have to be properly addressed,

causing otherwise spurious velocities across the interface and pressure fluc-

tuations. Some considerations were made recently by Ganesan et al [1], for

problems involving discontinuous pressures, where they end up recommend-

ing the use of meshes that follow the interface together with discontinuous

pressure interpolants. In fact, that is the only combination of classical finite

elements that yields a pressure space that is discontinuous at Γ. However,

keeping a mesh of fixed topology aligned with the interface in a dynamic

simulation is cumbersome and sometimes impossible. If the alignment is at-

tained by local remeshing, on the other hand, additional burden arises from

the interpolation/transfer operators and from the change in the matrix struc-

ture. An promising third alternative to maintain alignment has been recently

proposed by Rangarajan and Lew [2], but it still lacks sufficient generality

(in particular, a three-dimensional version).

Another approach is to consider immersed boundary methods, where the
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interface is not aligned with the mesh elements boundaries. In this case, the

representation of variables (usually pressure) and their gradient, have to take

into account discontinuities induced by the jump in material properties or

singular forces. In a finite element framework, this means that interpolation

spaces (specially for pressure) must accommodate discontinuities, that are

not usually handled by common interpolation spaces.

In the last years, this has been addressed in several ways. Perhaps one

of the most popular is the XFEM enrichment technique [3, 4, 5]. This en-

richment was employed for the pressure space (see also [6]) to incorporate

functions that are discontinuous at the interface Γ, as had also been pro-

posed in [7]. The main drawback of these formulations is the introduction

of new unknowns that depend on the location of the interface, thus requir-

ing to rebuild the linear system structure corresponding to each interface

location. An additional drawback is that the resulting linear systems are

ill-conditioned.

Another type of enrichment was proposed by Coppola-Owen and Codina

[8], which is able to represent discontinuous pressure gradients, as happening

in two-fluid flows with different densities, under the influence of gravity.

Even the most simple stationary flow (lighter fluid above the heavier one, at

rest) presents a challenge when discretized by spaces that cannot represent

discontinuous pressure gradients. This space is enriched with one pressure

degree of freedom inside each finite element crossed by the interface, leading

to an enlarged pressure space that will be denoted hereafter by QdΓ
h . Contrary

to the XFEM case, this extra degree of freedom can be statically condensed

before assembling matrices.
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In a recent article [9], the authors have introduced a novel pressure space

(denoted hereafter by QΓ
h) which accommodates discontinuities at a (given)

interface Γ. The space QΓ
h is nothing but the classical conforming P1 space,

locally modified at those elements of the finite element partition that are cut

by the interface. The modification is local, computed element-by-element,

and it does not introduce any additional degrees of freedom. This space was

implemented for both stable mini-element [10] and stabilized [11, 12] meth-

ods. Buscaglia & Agouzal [13] have shown that the interpolation accuracy of

QΓ
h is O(h

3
2 ) in the L2(Ω)–norm even if the exact pressure is discontinuous at

Γ, but nothing has yet been said about the stability of such modified space.

In fact, to the authors’ knowledge, no study about the stability of either

QdΓ
h or QΓ

h is yet available. Though published results suggest that these spaces

produce solutions free of spurious modes, a more rigorous test is needed to

properly assess their stability and, thus, their convergence.

For the P+
1 /P1 mini–element, the famous LBB condition, which guaran-

tees well–posedness and good convergence properties of the discrete formu-

lation is satisfied. The stabilized equal–order P1/P1 discretization, though

not satisfying the LBB condition, is rendered convergent by introducing into

the variational formulation consistent elementwise stabilization (i.e. a stabi-

lization weighted with the residue of the discrete differential operator). In

this article we study whether these two discretizations remain stable when

the P1 pressure space is replaced by one of the two aforementioned interface–

modified spaces, QdΓ
h or QΓ

h.

Direct theoretical proof of stability of the modified pressure spaces is not

easy because the space depends on the arbitrary location of the interface.
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A proof based on macroelements [14], for example, would require all possi-

ble ways in which the interface can cut a macroelement to be worked out

explicitly.

Another possibility, which is used in this paper, is the resolution of a

suitable eigenvalue problem associated to the discrete inf–sup condition to

numerically assess the stability. This can be achieved for any finite element

discretization, including both modified spaces considered above. This ap-

proach was introduced by Malkus [15], for standard Galerkin formulations,

and has been used recently by Huerta et al. [16] to assess meshfree discretiza-

tions. Numerical assessments do not constitute rigorous proofs of stability,

but are a systematic approach to produce solid evidence of it. By the same

token, if the numerical assessment detects a sequence of meshes with eigenval-

ues tending to zero with refinement, lack of stability can indeed be inferred.

Another positive aspect of the numerical approach to stability is that it

is very flexible, it can be applied to any formulation for which the code is

available. We take advantage of this to also study a more fundamental ques-

tion which appeared along the investigation of the modified pressure spaces:

Assume that a stable formulation (such as the mini–element one or the sta-

bilized P1/P1) is modified by “weakening” its stability in a band of elements

(by removing the velocity bubbles or putting to zero the stabilization para-

meter, respectively, in the elements cut by some interface Γ), can one expect

the resulting formulation to still be stable? Interestingly, the answer turns

out to be affirmative, as is shown (though numerically) in the next sections.

This result can be useful when the exact residual at the interface (used in sta-

bilization terms) is not available, as happens when the interface is a capillary
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surface discretized using the weak Laplace-Beltrami formula, as in [17, 18].

Unavailability of the interface residual can also happen when very complex

interfaces are treated by multi-scale techniques (with a separate Molecular

Dynamics code, for example).

The article is organized as follows: In section 2 we present the exact and

discrete variational formulations for the Stokes problem. In section 3, we

write the eigenvalue problem that yields the stability constant of Galerkin

formulations, as originally introduced by Malkus [15]. Further, we general-

ize this eigenproblem so as to compute the stability constant of stabilized

discretizations. Section 4 recalls the description of the two pressure finite

element spaces under scrutiny. The numerical stability assessment itself is

presented in section 5, and finally, conclusions are drawn in section 6.

2. Mathematical setting

The numerical stability study is restricted to the Stokes problem

−∇ ·
[
µ(∇u +∇uT )

]
+∇p = FΓ + ρ g in Ω (1)

∇ · u = 0 in Ω (2)

u = 0 on ∂Ω (3)

where Ω ⊂ Rd and Γ is a surface (curve in 2D) that divides Ω into two

subdomains Ω1 and Ω2. Pressure discontinuities arise from a surface force

applied directly on Γ. A force acting on the surface Γ can be modeled by

FΓ = f δΓ n, with f a given function, δΓ the Dirac delta distribution on the

surface Γ, and n its normal. The singular force FΓ acts in fact as a jump
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condition on the normal stress across Γ, namely,
s
−p + 2µ

∂un

∂n

{
= f. (4)

where JgK stands for the jump across Γ of a generic quantity g.

Density jumps lead to kinks in the pressure field at the interface. This

is easily seen in the prototypical example of two fluids with different densi-

ties at rest, one on top of the other. The hydrostatic pressure gradient is

discontinuous at the interface. The velocity field being identically zero, the

pressure gradient is ∇p = ρ g, therefore giving

J∇pK = Jρ gK = JρK g = (ρ1 − ρ2) g . (5)

2.1. Exact variational formulation

Denoting by V = [H1
0 (Ω)]

d
, Q = L2(Ω)/R and W = V ×Q, the variational

formulation that corresponds to (1)-(3) reads: “Find (u, p) ∈ W such that∫
Ω

[
µ(∇u +∇uT ) : ∇v − p ∇ · v + q ∇ · u

]
dΩ =

∫
Γ

f n · v dΓ +

∫
Ω

ρg · v dΩ

(6)

for all (v, q) ∈ W”. In (6) the symbol “:” stands for the double contraction of

rank–two tensors. The bilinear and linear forms associated to the variational

formulation are denoted by B(·, ·) and L(·), so that (6) can be rewritten as

B((u, p), (v, q)) = L((v, q)). (7)

Under reasonable regularity assumptions on Γ and f the linear functional

L is bounded. Assuming also appropriate conditions on Ω, and denoting by

u and v the pairs (u, p) and (v, q) respectively, problem (6) is well–posed

since the following known properties hold for B:

|B(u,v)| ≤ α‖u‖W‖v‖W (8)
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inf
v∈W

sup
u∈W

B(u,v)

‖u‖W ‖v‖W

> 0 (9)

with α a constant and ‖ · ‖W the induced norm on W which for a function

u = (u, p) ∈ W is given by

‖u‖2
W = ‖(u, p)‖2

W = ‖u‖2
V +

1

µ
‖p‖2

Q (10)

Also, the next form of problem (6) is useful in what follows

a(u, v) − b(p, v) = l(v) ∀v ∈ V (11)

b(q, u) = 0 ∀q ∈ Q (12)

where the bilinear forms a(·, ·) and b(·, ·) and the linear form l(·) are respec-

tively given by

a(u, v) =

∫
Ω

µ(∇u +∇uT ) : ∇v dΩ ∀v ∈ V (13)

b(p, v) =

∫
Ω

p ∇ · v dΩ ∀q ∈ Q (14)

l(v) =

∫
Γ

f n · v dΓ +

∫
Ω

ρg · v dΩ ∀v ∈ V (15)

Now, based on (13), we introduce the next equivalent norm on V to be used

later on

‖v‖V =
√

a(v, v) ∀ v ∈ V . (16)

2.2. Discrete variational formulation

This part introduces the discrete countepart of problem (7) or of its equiv-

alent form (11)–(12). The discrete variational formulations for both the

mini–element discretization and the stabilized discretization are detailed.
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2.2.1. Galerkin mini–element formulation

In the Galerkin formulation, the exact variational problem is restricted to

the space Wh = Vh ×Qh, where Vh ⊂ V and Qh ⊂ Q are the approximation

spaces for velocity and pressure respectively. The discrete formulation thus

reads “Find (uh, ph) ∈ Vh ×Qh such that

B((uh, ph), (vh, qh)) = l(vh) (17)

for all (vh, qh) ∈ Vh×Qh”. The mesh parameter h tends to zero as the mesh

is refined.

The pressure and velocity spaces that correspond to the so-called mini-

element [10] are, for a finite element mesh Th, given by:

Qh = Q1
h := {qh ∈ Q ∩ C0(Ω), qh|K ∈ P1(K), ∀K ∈ Th} (18)

Vh = V mini

h := {vh ∈ V, vh|K ∈ (P1(K)⊕ span(bK))d , ∀K ∈ Th} (19)

where bK is the bubble function that vanishes on the boundary of K. Note

that the pressure space is nothing but the usual continuous P1 space, while

the space for each velocity component has been enriched by the bubble func-

tions.

The matrix form of problem (17) is also useful for the rest of the article.

Let {Na}1≤a≤nu be a basis for the discrete space Vh (of dimension nu) and

{Ma}1≤a≤np be a basis for the discrete space Qh (of dimension np) and assume

the following expansions for uh and ph

uh =
nu∑
a=1

uaNa, ph =

np∑
a=1

paMa (20)

Now, denoting by u = (U, P)T = (u1, . . . , unu , p1, . . . , pnp)
T , the global col-
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umn vector of nodal unknowns, problem (17) can be rewritten as A B

BT 0

  U

P

 =

 F

0

 (21)

where Fa = l(Na), A ∈ Rnu×nu and B ∈ Rnu×np . The element ab of these

matrices is respectively given by

Aab = a(Na, Nb) (22)

Bab = −b(Ma, Nb) (23)

2.2.2. Stabilized formulation

We are also interested in considering stabilized finite element formulations

that do not satisfy the Ladyzhenskaya-Babuška-Brezzi condition (further de-

tails in section 3), but are rendered convergent by means of stabilization

techniques [11, 12]. This is the case of the equal-order P1/P1 formulation in

which the discrete spaces are

Qh = Q1
h (as before) (24)

Vh = V 1
h := {vh ∈ V, vh|K ∈ P1(K)d, ∀K ∈ Th} (25)

and the formulation reads: “Find (uh, ph) ∈ Vh ×Qh such that

BS((uh, ph), (vh, qh)) = l(vh) (26)

for all (vh, qh) ∈ Vh × Qh”. The bilinear form BS that incorporates the

stabilization is given by

BS((uh, ph), (vh, qh)) = a(uh, vh)− b(ph, vh) + b(qh, uh)+∑
K ∈Th

τK

{∫
K

R(uh, ph) · ∇qh dK +

∫
Γ∩K

RΓJqhK dΓ

}
(27)
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with the residuals R and RΓ defined as

R(uh, ph) = −∇ ·
[
µ(∇uh +∇uT

h )
]
+∇ph − ρg (28)

and

RΓ(uh, ph) =
(q
−phI + µ(∇uh +∇uT

h )
y
· n
)
· n− f. (29)

Note that in our case (constant viscosity, P1 elements) the first term of (28)

is identically zero and that, if the pressure space is continuous across Γ, the

jump JqhK multiplying the interface residual RΓ in (27) is identically zero.

The corresponding problem in matrix form reads A B

BT C

  U

P

 =

 F

G

 (30)

where the matrix C which incorporates the stabilization is defined as

Cab =
∑

K∈Th

τK(∇Ma,∇Mb) . (31)

Finally, as explained in [19], for a function uh ∈ Wh, in this case, the following

norm on W is used

‖uh‖2
W = ‖(uh, ph)‖2

W = ‖uh‖2
V +

1

µ
‖ph‖2

Q +
∑

K ∈Th

τK‖∇ph‖2
Q . (32)

3. Stability conditions

For a Galerkin finite element formulation to be well–posed and convergent

it is sufficient that the celebrated Ladyzhenskaya-Babuška-Brezzi stability

condition [20, 21] be satisfied:

inf
qh ∈Qh

sup
vh ∈Vh

b(qh, vh)

‖qh‖Q ‖vh‖V

≥ γ0 > 0 (33)
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with γ0 a mesh-independent constant. This certanly holds for the case of

the mini–element discretization, but not for equal–order ones, which require

stabilization. An way to investigate the stability of a finite element dis-

cretization, not necessarily of the Galerkin type, is to compute the following

inf–sup constant:

βh
.
= inf

(vh,qh)∈Wh

sup
(uh,ph)∈Wh

B((uh, ph), (vh, qh))

‖(uh, ph)‖W ‖(vh, qh)‖W

(34)

where the bilinear form B(·, ·) can be either B(·, ·) defined in (6) for the mini–

element discretization or BS(·, ·) defined in (27) for the stabilized formulation.

The sufficient stability condition is now that there exists β0 > 0, independent

of the mesh, such that

βh ≥ β0 > 0 (35)

as the mesh is refined (h → 0). The relevance of the inf–sup condition

regarding the convergence of the finite element discretizations follows from

the next inequality that can be easily proved

‖u− uh‖W ≤
(

1 +
α

β0

)
inf

vh∈Wh

‖u− vh‖W (36)

where u = (u, p), uh = (uh, ph) and α is the constant (independent of h) that

appears in the continuity condition for the bilinear form (8).

3.1. The inf–sup eigenvalue problem

For a given mesh, the inf–sup constant βh defined in (34) can be computed

as follows. Considering (10) and (16), the norm on W in matrix form reads

‖(uh, ph)‖2
W = UTAU + PTQP (37)
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where the pressure mass matrix Q ∈ Rnp×np for the case of the mini–element

discretization is defined as

Qab =
1

µ
(Ma, Mb) (38)

The norm (32) associated to the stabilized discretization, on the other hand,

is written in matrix form as

‖(uh, ph)‖2
W = UTAU + PTQP + PTEP (39)

with matrix C defined in (31). By further defining the matrices N,K ∈

R(nu+np)×(nu+np) as

N =

 A 0

0 Q + E

 K =

 A B

BT E

 (40)

where E ∈ Rnp×np is identically 0 for the Galerkin formulation while for the

stabilized one it corresponds to the matrix C. We can now write the norm

on W as

‖(uh, ph)‖2
W = uTNu , (41)

where u = (U, P)T , and the quotient in (34) as

R(u, v) =
uTKv

(uTNu)
1
2 (vTNv)

1
2

(42)

It can then be shown that βh, which is the inf–sup value of (42), is the

smallest (in magnitude) eigenvalue of the following generalized eigenvalue

problem

Ku = λNu (43)

Also the number of zero eigenvalues (if any) indicates the number of spurious

modes. Although this is presented and well discussed by Malkus [15] for non-

stabilized formulations, we could not find any similar work for stabilized finite
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element discretizations. The needed modification, however, simply consists

of adding the matrix block E as written in Eq. (40).

Remark. Observe that the eigenvalues for this problem are in {R \ (0, 1)}.

To see this, eliminate P from the system (43), i.e.,

BQ−1BT U = (λ2 − λ)AU (44)

After premultiplication of both sides by UT one obtains

(BT U)TQ−1(BT U) = (λ2 − λ)(UTAU) (45)

Now, noting that the left hand side and the factor UTAU are both positive,

it follows that λ2 − λ > 0 and thus λ ∈ {R \ (0, 1)}.

4. Description of modified pressure spaces

In this section, we briefly recall the definition of two different pressure

spaces, one capable of representing discontinuous pressures [9], that is suit-

able for surface tension flows, and another that can capture discontinuities

in the pressure gradient [8], suitable for two-fluid flows with different den-

sities in the presence of gravity. We evaluate the convergence of these two

pressure spaces, studying the associated eigenvalue inf–sup problem, in the

next section.

4.1. Discontinuous pressure space

The underlying idea behind the discontinuous pressure space presented

in [9] is to locally modify the classical conforming P1 space at those elements

of Th that are cut by the interface so as to admit discontinuities at Γ. In the
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A

P

Q

B

C

Γ

Figure 1: Partition of a single finite element into subelements following the interface PQ.

rest of the mesh the standard P1 interpolants are chosen. We denote this

new pressure space by QΓ
h. Here, for the sake of brevity we discuss how to

construct QΓ
h for the elements crossed by the interface, but restrict ourselves

to the two–dimensional case. The complete description and details, for the

three–dimensional case, even for cases in which the interface Γ has and end

point or a boundary inside a given element, can be found in [9, 22].

Consider the triangle ABC, which is cut by Γ into subtriangle APQ and

subquadrilateral BCQP (see Fig. 1). We assume for simplicity that, locally,

Γ is approximated by linear segments Let pA, pB, pC denote the nodal values

of the discrete pressure ph, to be interpolated in the triangle ABC.

Let us arbitrarily denote the triangle APQ the “green” side of Γ and

quadrilateral BCQP the “red” side. For the approximation to be discontin-

uous, the function ph on the green side needs to be solely determined by the

only green node, i.e., A. Similarly, ph on the red side must depend on just

pB and pC . To accomplish this, we simply “carry” the value at each node

towards the intersection of any edge emanating from it with the interface.

In this way, on the green side of Γ, the values at P and Q will be pA, and

15



  

thus ph will be constant:

ph|APQ = pA

On the red side, the value at P will be pB and the value at Q will be pC . One

can here choose either to adopt a Q1 interpolation in BCQP from these nodal

values, or subdivide the quadrilateral into two triangles, BCP and CQP . In

any case, since the nodal values are given, the interpolation is immediate.

For the red triangle CQP , for example, ph will be the linear function that

takes the value pC at vertex C, the value pC at vertex Q, and the value pB at

vertex P . Notice that this interpolation leads to ph being discontinuous only

at Γ, since the function ph restricted to any edge of the triangle is uniquely

determined by the values at the nodes lying at the endpoints of that edge.

The basis functions NA, NB and NC (illustrated in Fig. 2) are defined to

be piecewise affine inside each of these subtriangles. It only remains to define

their values at the vertices of the subtriangles, i.e., at the points A, B, C, P

and Q. However, since they are discontinuous at Γ, two values are given at

points P and Q. The values on the green side will be assigned a “plus” sign,

while those on the red side a “minus” sign. The values at the vertices are:

NA( A ) = 1 NB( A ) = 0 NC( A ) = 0 (46)

NA( B ) = 0 NB( B ) = 1 NC( B ) = 0 (47)

NA( C ) = 0 NB( C ) = 0 NC( C ) = 1 (48)

NA(P+) = 1 NB(P+) = 0 NC(P+) = 0 (49)

NA(P−) = 0 NB(P−) = 1 NC(P−) = 0 (50)

NA(Q+) = 1 NB(Q+) = 0 NC(Q+) = 0 (51)

NA(Q−) = 0 NB(Q−) = 0 NC(Q−) = 1 (52)
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Γ Γ

Γ

NCNBNA

Figure 2: Basis functions for the new finite element space inside an element crossed by

the interface: (a) NA, (b) NB and (c) NC .

The interpolation properties of the new space are shown numerically in [9]

by means of several numerical tests, including problems with imposed singu-

lar forces and problems with surface tension effects, both in 2D and 3D. Also

a theoretical proof of convergence for the interpolation has been presented

in [13]. Briefly, the interpolation accuracy of the proposed space is O(h
3
2 ) in

the L2(Ω)–norm, which is suboptimal for piecewise linear elements. However,

QΓ
h does not limit the accuracy of a (Navier–) Stokes calculation, neither in

equal–order velocity–pressure approximations nor in the mini–element ap-

proximation. In fact, in both approximations the overall accuracy is limited

by the H1(Ω)–accuracy of the velocity space, since the error estimate is

‖u− uh‖V + ‖p− ph‖Q ≤ C

(
inf

wh ∈Vh

‖u− wh‖V + inf
rh ∈Qh

‖p− rh‖Q

)
≤ C

(
c1 h |u|H2(Ω) + c2 h

3
2 |p|H2(Ω\Γ)

)
= O(h) (53)

where C, c1 and c2 do not depend on the mesh size h.
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NΓ

Γ

Figure 3: Enrichment function for the discontinuous pressure gradient space QdΓ
h .

4.2. Enriched discontinuous pressure gradient space

The idea of this pressure space, which is presented in detail in [8], is

to enrich the P1 space with one degree of freedom per element of Th cut

by the interface. The enrichment function is constructed to be continuous

across Γ, but with gradient being constant (and different) on each side of

the interface. Thus this pressure space, that we denote by QdΓ
h , is composed

of standard P1 interpolation plus the additional shape function for elements

crossed by the interface, and standard P1 interpolation for elements away

from the interface. One advantage of such space is that the added degrees of

freedom can be statically condensed before matrix assembly, unlike in other

approaches like XFEM.

Consider the same triangle ABC cut by Γ in a straight line segment

joining points P and Q as in Fig. 1. This function can be easily defined with

the help of a level set function Φh (whose zero set is Γ) linearly interpolated

on ABC and with the usual P1 functions NJ , J = 1, . . . , np (np = 3 in 2D

and np = 4 in 3D). The enrichment function (see Fig. 3) is then defined as
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NΓ(x) =
1

2

(
−|Φh(x)|+

np∑
J=1

|Φh(xJ)|NJ(x)

)
, (54)

As stated in [8], as the pressure is enriched, this could lead to an unstable

velocity-pressure pair. Even using a stabilized formulation (as the authors

did), no stability analysis is discussed in [8]. They did not encounter any

stability misbehavior, but it is still unclear how this enrichment affects the

overall convergence of this finite element discretization.

Remark. For both spaces described here the quadrature rules should also

be adapted to accommodate the interface Γ. This can be easily done by

dividing the element (triangle or tetrahedra) in subelements, according to Γ,

and applying a standard quadrature rule to the subelements.

5. Numerical stability analysis

In this section, we analyze the stability of the pressure spaces described

in section 4, by solving the generalized eigenvalue problem (43). To ac-

complish that, we use the SLEPc routines (Scalable Library for Eigenvalue

Problem Computations, [23]) with their default solver based on a Krylov-

Schur method. The homogeneous Dirichlet boundary conditions are dealt

by means of replacing the corresponding rows and columns in the system

matrices with vectors containing zero entries at all positions except at the

one corresponding to the diagonal where an arbitrary value of 1000 and 1 are

placed on the left and right hand side matrices respectively. In this way we

are able to shift these eigenvalues (all equal to 1000) that are unimportant

to us.
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(1,−1)

(−1, 1)

(−1,−1)

(1, 1)

Figure 4: First mesh of the sequence used to numerically asses the stability of the finite

element discretizations with the pressure spaces QΓ
h and QdΓ

h .

We consider two different computational domains. The first one is set

to be the two-dimensional square Ω = [−1, 1]2 which is discretized with an

unstructured mesh consisting of 208 triangular elements (shown in figure 4)

which corresponds to a mesh size of h0 = 0.2. A sequence of meshes is built

by successively dividing each of the triangles of the previous mesh into four

equal triangles leading to meshes with h1 = h0/2, h2 = h0/4 and so forth,

until the finest mesh with h5 = 6.25 × 10−3 (with 212992 elements). The

second one is set to be the three-dimensional cube Ω = [−1, 1]3, discretized

by a mesh of 4392 tetrahedra, with mesh size h0 = 0.2. Two additional finer

meshes are built (not by direct subdivision of all elements), with mesh sizes

h1 = 0.1 and h2 = 0.05, with 35136 and 281088 tetrahedra, respectively.

In the numerical implementation, the interface Γ is in fact not considered

exactly but approximated as follows: Let Φ be a continuous scalar function
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whose zero level set represents the exact interface Γ, i.e.

Γ =
{
x ∈ Rd, Φ(x) = 0

}
. (55)

The function Φ is then linearly interpolated on each element K ∈ Th, and

the zero level set of the resulting Φh is then used instead of Γ in all the

numerical expressions. In the initial tests the exact Γ consists of a circle in

2D and of a sphere in 3D, of radius 0.5, centered at the origin. Later on

other interface shapes will appear. The reader should note that, since we

are not solving the flow equations but the inf-sup eigenvalue problem, there

is no right-hand-side coming from the interface. Thus, the only effect of an

element K being crossed by Γ is to switch the pressure interpolants inside K

from P1 to the discontinuous space QΓ
h or the enriched space QdΓ

h .

To gain further insight on the effects of modifying the formulation on the

band of elements crossed by Γ, we will consider two variants for the choice of

the stabilization parameter. The standard version of stabilization is defined

by taking

τK =
h2

K

4µ
, (56)

where hK is the element size, for all elements K in Th. The weakened

version, instead, takes

τK =

 0 if K is cut by Γ

h2
K/4µ otherwise

(57)

It removes all stabilization terms in the band of elements cut by Γ, which

will be denoted hereafter Ah.

By analogy, standard and weakened versions of the mini-element formu-

lation are defined as follows: In the standard version, the velocity space is
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V mini
h as usual, whichever the pressure space being analyzed. In the weak-

ened version, the velocity space is taken as

V mini,0
h := {vh ∈ V mini

h , vh|K ∈ P1(K)d, ∀K ∈ Ah} , (58)

In other words, the velocity bubble functions have been removed in the ele-

ments cut by Γ. In any version of the mini-element, as usual, the Galerkin

bilinear form is adopted.

We are now in a position to introduce the four cases that will be reported

to some extent here, since not all combinations are worth discussing. These

cases, defined by the pressure-velocity combination of spaces and by the

formulation adopted, are:

• Case A: QΓ
h–V 1

h , with weakened stabilization;

• Case B: QΓ
h–V mini,0

h (i.e., weakened mini);

• Case C: QdΓ
h –V 1

h with standard stabilization;

• Case D: QdΓ
h –V 1

h with weakened stabilization;

5.1. Stability assessment of QΓ
h (Cases A and B)

The inf–sup eigenproblem (43) is solved in order to obtain the four small-

est (in magnitude) eigenvalues both in 2D and 3D. Tables 1 and 2 display the

numerically computed eigenvalues for the two-dimensional domain for case

A and case B, respectively. The negative signs in all the numbers have been

omitted for clarity.

Remembering that the smallest eigenvalue |λ1| of the generalized problem

(43) is the inf–sup constant βh, an eigenvalue approaching zero as the mesh is
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Table 1: First four eigenvalues obtained for case A, in 2D.

h λ1 λ2 λ3 λ4

h0 0.18385 0.18655 0.18792 0.22705

h0/2 0.17048 0.17193 0.17242 0.19374

h0/4 0.16205 0.16305 0.16312 0.17673

h0/8 0.15608 0.15678 0.15679 0.16580

h0/16 0.15190 0.15241 0.15241 0.15868

h0/32 0.14890 0.14928 0.14928 0.15384

Table 2: First four eigenvalues obtained for case B, in 2D.

h λ1 λ2 λ3 λ4

h0 0.07619 0.07638 0.07644 0.07692

h0/2 0.07837 0.07861 0.07863 0.07963

h0/4 0.07813 0.07815 0.07816 0.07851

h0/8 0.07810 0.07811 0.07811 0.07823

h0/16 0.07809 0.07809 0.07809 0.07814

h0/32 0.07811 0.07818 0.07819 0.07826

refined would indicate lack of stability. Table 1 shows that |λ1| does not tend

to zero in Case A, but rather to about 0.149. Note that after six refinements

the eigenvalue has changed very little (less than 20%), making it very unlikely

that with further refinements it will drop below, say, 0.14.

Table 2 shows that for case B also no eigenvalue approaches zero as h is

decreased and thus the approximation is stable. Indeed, for all meshes βh

is already within 3% of the converged value of 0.0781. Since the stabilized
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and mini-element formulations are known to be equivalent, the slower con-

vergence of βh with h for case A as compared to case B is striking. One

possible explanation could be that the choice of the stabilization parameter

τK = h2/4µ is not the optimal one in terms of accuracy, but we have not

investigated this further.

It is also worth to inspect the eigenmodes. We show in Fig. 5 the cor-

responding velocity contours for the stabilized discretization (case A). No

evidence of spurious modes is observed. Note also that the eigenmodes 2

and 3 are the same (up to a rotation) and actually the eigenvalues λ2 and λ3

converge to the same value as the mesh is refined (as seen in table 1), i.e.,

this is an eigenvalue of multiplicity two.

On the other hand, when the stabilization is removed throughout the mesh

the spurious modes clearly show up, as observed in figure 6 where the first

eigenmode is shown. This was obtained using Q1
h with V 1

h and standard

Galerkin formulation, a combination which is known to be unstable. Note

the typical checkerboard pattern in the pressure field (left) and in the velocity

magnitude contours (right). Table 3 shows the number of numerically zero

eigenvalues (spurious modes) found for the different meshes. We consider

an eigenvalue as being numerically zero when its value is smaller than the

numerical error of the procedure used to compute it. The results show a

roughly logarithmic behavior of the number of spurious modes as function of

h.

Numerical computations of the eigenvalue inf–sup problem were also per-

formed in 3D, as described before. The same numerical eigenvalue computa-

tion routines were used, resulting in the eigenvalues shown in Tables 4 and 5
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Table 3: Number of spurious modes when the stabilization is completely removed.

h # spurious modes

h0 1

h0/2 3

h0/4 3

h0/8 3

h0/16 4

h0/32 ≥ 6

Table 4: First numerically computed eigenvalues for case A, in 3D.

h λ1 λ2 λ3 λ4

h0 0.10119 0.10165 0.10262 0.10762

h0/2 0.09310 0.09314 0.09324 0.09544

h0/4 0.08913 0.08914 0.08918 0.09040

for cases A and B, respectively. These results display a very similar behavior

as in the 2D case. For the stabilized discretization (case A), a reduction

in the first eigenvalue is observed, but it is far from tending to zero under

mesh refinement. In fact, it only reduced to about 88% of its initial value,

in a mesh with approximately 64 times more elements. For the mini-element

discretization (case B) we obtained a convergence of the first eigenvalue to a

value of about 0.0266 (see Table 5), with the same meshes as in case A.

In summary, there is strong evidence that βh is bounded away from zero

for both Case A and Case B, from which one can conclude that these dis-

cretizations involving pressure space QΓ
h are indeed convergent. Since in both
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Table 5: First numerically computed eigenvalues for case B, in 3D.

h λ1 λ2 λ3 λ4

h0 0.02272 0.02352 0.02363 0.02468

h0/2 0.02691 0.02699 0.02699 0.02703

h0/4 0.02661 0.02681 0.02682 0.02682

cases the weakened versions of the stabilized and mini–element formulations

were used, it is clear that the same can be said of the standard versions,

which are necessarily more stable. This is why the eigenvalues of the stan-

dard versions have been omitted. Given its stable behavior and its better

approximation properties for discontinuous pressures, the space QΓ
h compares

favourably to the P1 space for flows with surface tension.

5.2. Stability assessment of QdΓ
h (Cases C and D)

Considering now the modified pressure space QdΓ
h in the discretizations

provided by case C and case D, we performed the same calculations as before.

Although this space was specifically designed for allowing the enrichment

unknowns to be statically condensed, we do not apply condensation here

because it would lead turn (43) into a non-linear eigenvalue problem. Hence,

for the purposes of stability analysis, we will keep the enrichment unknown

and solve problem (eq. 43) as done for cases A and B.

Remark. To see that static condensation leads to a non-linear eigenvalue

problem, consider a problem of the form Au = λu, where u = (un, ub)
T ,

and we wish to perform a static condensation of the values ub, resolving the

eigenvalues for the resulting condensed matrix and eigenvectors un. In that
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Table 6: First numerically computed eigenvalues for case C, in 2D.

h λ1 λ2 λ3 λ4

h0 0.14393 0.14458 0.14589 0.18284

h0/2 0.12942 0.13034 0.13087 0.14687

h0/4 0.12343 0.12408 0.12423 0.13367

h0/8 0.11955 0.12002 0.12004 0.12616

h0/16 0.11679 0.11713 0.11713 0.12130

h0/32 0.11483 0.11508 0.11508 0.11806

case,  Ann Anb

Abn Abb

 un

ub

 = λ

 un

ub


resulting in

Ann un + Anb ub = λun

Abn un + Abb ub = λub ⇒ ub = −(Abb − λI)−1 Abn un

and therefore, eliminating ub, we obtain the eigenproblem

[
Ann − Anb(Abb − λI)−1Abn

]
un = λun

which turns out to be non-linear in λ.

With the same sets of meshes used for cases A and B, the eigenvalues

obtained for case C are shown in Tables 6 and 8. The results show strong

evidence of the formulation being stable both in 2D and in 3D, confirming

what is suggested by the numerical simulations [8]. The space QdΓ
h introduces

new unknowns, but since they are statically condensed in simulation codes
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Table 7: First numerically computed eigenvalues for case D, in 2D.

h λ1 λ2 λ3 λ4

h0 0.018504 0.022161 0.029465 0.031249

h0/2 0.016267 0.017295 0.021616 0.023510

h0/4 0.009519 0.013267 0.015001 0.017157

h0/8 0.004816 0.005746 0.011841 0.014239

h0/16 0.003413 0.003651 0.006639 0.008651

h0/32 0.001170 0.002001 0.003470 0.004456

Table 8: First numerically computed eigenvalues for case C, in 3D.

h λ1 λ2 λ3 λ4

h0 0.10161 0.10213 0.10321 0.10792

h0/2 0.09312 0.09317 0.09327 0.09327

h0/4 0.08914 0.08915 0.08918 0.09040

the implementation is as easy as that of the P1 or QΓ
h, with one “visible”

unknown per mesh node and nothing further. Given its better approximation

properties for pressure fields with discontinuous gradients, and given that

stability has been shown to hold, QdΓ
h stands as a favourable alternative to

the P1 space for free-surface flows under gravity.

Turning now to case D, let us begin by saying that this formulation is of

no practical interest and is only considered here for academic purposes. In

fact, the weakened stabilization adopted has no pressure–pressure coupling at

the elements cut by Γ, precluding the static condensation of the enrichment

unknowns which is one of the main attractive features of QdΓ
h . Unlike simula-
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tion codes, our eigenvalue solver does not condense any unknowns and thus

we can evaluate βh for case D with ease. The purpose of including this case

is immediately understood when looking at the obtained eigenvalues, listed

in Table 7. Though no eigenvalue is a numerical zero, all four reported in the

table decrease significantly as the mesh is refined. The inf–sup constant βh

(i.e., |λ1|) starts with a value of 1.85× 10−2 for the coarsest mesh. After five

refinements, it has already fallen to 1.17× 10−3. By least–squares–fitting βh

as a function of h from the computed values one gets βh ' 0.1 h0.8, clearly

indicating that βh → 0 with a power of h that is comparable to that of

the (order h) interpolation error. This case exemplifies a formulation that,

although it has no spurious modes (the matrix for any given mesh is invert-

ible), the inf–sup constant tends to zero in a way that will make it converge

suboptimally (if at all) to the exact solution. Arguably, the widely different

behavior of case D (diagnosed as unstable) from cases A to C (diagnosed as

stable) endowes our numerical assessment methodology with some credibility

as diagnostic tool.

5.3. Generalizing the stability assessment methodology

The results presented in the previous subsections can be summarized, in

terms of numerical stability, as follows:

a) The space QΓ
h behaves essentially as the space P1. Coupled with V 1

h

for velocity it is stable under stabilization, while coupled with V mini
h

it is stable with the Galerkin formulation. For this space, as for the

P1, velocity enrichment with bubble functions is roughly equivalent to

elementwise residual stabilization. This is concluded from Cases A and

B above.
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b) Further, also from cases A and B, it is observed that if stabilization

(or, equivalently, the bubble-enrichment of the velocity) is inhibited in

the band of elements crossed by Γ, stability is preserved. The inf-sup

constant “does not care” that there is a band of weakened elements

in the mesh. Though this is perhaps expected, it is not completely

obvious and caught our attention. Later on in this section we apply

the numerical assessment methodology to show that this behavior has

nothing to do with the discontinuity at Γ of QΓ
h, since the possibility

of “weakening” an arbitrary band of elements also takes place for the

P1 space Q1
h.

c) The results of Case C (Tables 6 and 8) tell us that the enriched space

QdΓ
h , though larger that Q1

h, still can be properly controled by the

velocity space V 1
h in the standard stabilized formulation and thus that

the method proposed by Coppola-Owen and Codina is indeed optimally

convergent. Qualitatively, the behavior of λ1 with h is very similar to

that of Case A. Stability has also been confirmed to hold for the pair

QdΓ
h −V mini

h for the Galerkin formulation, in computations not reported

here for brevity, confirming the behavioral equivalence of the stabilized

and mini formulations once more.

d) In case D, on the other hand, two sources of instability have been intro-

duced in the band of elements containing Γ with respect to the stan-

dard stabilized P1/P1 method: (i) The stabilization has been removed,

and (ii) the pressure space has been enriched with bubble functions.

Not surprisingly, the resulting method has symptoms of instability,
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and these symptoms are easily identifiable from the eigenvalue analysis

adopted.

One objection that can be raised against the conclusions drawn above

is that the interface shapes tested were only two, a circle and a sphere. To

overcome this limitation in the assessment, we adopted the strategy of solving

the eigenproblem (43) on a fixed mesh for ten thousand random configurations

of Γh.

In 2D we consider the unstructured mesh of 13312 elements correspond-

ing to h = 0.025. To generate the random Γh for each test, we consider

polynomials in x and y of the form

Φ(x, y) = r1x + r2y + r3xy + r4x
2 + r5y

2 + 10 r6x
3 + 10 r7y

3 (59)

where the coefficients ri, i = 1, . . . , 7 are random numbers generated in the

interval [−1, 1]. This function is interpolated to obtain Φh, and then Γh is

obtained as the zero level set of Φh as already explained (equation 55). Since

Φ is zero at (0, 0), Γh ∩ Ω is not empty. Some examples of the random Γh

can be seen in Fig. 7. In Fig. 10 histograms of the angle formed between at

interface/edges intersections, as well as of the volume fraction distribution of

the cut elements, are displayed. They show that the random shapes assure

a great variety of element/interface intersections. Though obviously not all

possible interface configurations can be explored, we believe that the set of

tested configurations is large enough to draw convincing conclusions.

The computations were performed for several cases, of which we report

here only two:

• Case E: Q1
h–V

mini,0
h (i.e., weakened mini–element formulation);
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• Case F: QdΓ
h and V 1

h with weakened stabiliza tion (i.e.; identical to case

D);

The rationale for this choice is as follows: Case E corresponds to a for-

mulation essentially equivalent to Case B (since as said QΓ
h behaves as Q1

h),

which for the circle was found to be stable. In turn, as already discussed,

Case B behaves essentially as Case A, as expected from the equivalence be-

tween the mini–element and the stabilized formulations. It was confirmed

that these equivalences (case A ≡ case B ≡ case E), already reported for the

circle and the sphere, also hold for the random–generated interfaces, and thus

only one of them is reported. The specific choice of reporting Case E is be-

cause it corresponds to the plain–vanilla P+
1 /P1 mini–element formulation,

from which the bubbles have been removed in a random band of elements.

Given the wide spread of the mini–element, not restricted to multiphase flow

problems, it was deemed more interesting to report the statistical results of

Case E instead of A or B above. Case C is also not reported in detail because

the statistical treatment also confirms the conclusions drawn on the basis of

the circle/sphere results.

The results for case E can be seen in Fig. 8. In this figure, we display the

histograms of the first (left) and second (right) eigenvalues. Both eigenvalues

in all the random realizations are clustered between 0.05 and 0.08, with

no evidence that the distribution has a tail that may reach the zero value.

This behavior is also observed for the formulations of cases A, B and C

and is deemed as evidence of stability. The same behavior is also observed

for the equal–order P1/P1 formulation, with either standard or weakened

stabilization.
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Notice, on the other hand, that Case F is exactly the same as Case D

above, which was diagnosed as unstable. This case is reported for comparison

purposes, since it lets us show the difference in behavior of stable and unstable

formulations when subjected to statistical stability assessment.

For case F, the corresponding histograms are displayed in Fig. 9. The

eigenvalues are not only smaller, but their distribution seems to reach the

zero value with positive probability density. The minimum eigenvalue found,

over all random interfaces, was βh = |λ1| = 1.24 × 10−4, more than one

hundred times smaller than the maximum βh found, which was 0.02. This

behavior, completely different from that of case E, is diagnosed as unstable,

confirming our conclusions of case D.

Remark. Depending on the refinement of the mesh and on the morphology

of Γh, the inf–sup constant βh could be zero for some realization. These are

isolated occurrences that happen if, and only if, a mesh node is completely

surrounded by elements crossed by Γh. By construction, the weakened sta-

bilization assigns no stabilization at all to the equation corresponding to the

surrounded node, resulting in a null eigenvalue. The same happens to the

weakened mini–element formulation when the bubbles are removed in all ele-

ments that share any given node. This pathology may in general be avoided

by increasing the mesh resolution. Figure 11 displays a case in which βh

is zero for the two coarsest meshes. After the third refinement, the mesh

represents the surface well enough for pathologic nodes not to appear. In

the histograms reported here any case with a node completely surrounded

by weakened elements is therefore disregarded.
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Concerning statistical assessments in 3D, the solution of a generalized

eigenvalue problem turns out to be very CPU demanding, given the number

of unknowns for a moderate size tetrahedral mesh. This makes a thorough

statistical analysis too costly in terms of CPU time. We illustrate here some

3D calculations generated by random configurations of the interface. Let us

consider as before

Φ(x, y, z) = r1x + r2y + r3z + r4xy + r5xz + r6yz

+ r7x
2 + r8y

2 + r9z
2 + 10 r10x

3 + 10 r11y
3 + 10 r12z

3 (60)

where ri, i = 1, . . . , 12 are random numbers in [−1, 1]. By the same procedure

as in 2D, we generated random Γh for the eigenvalue analysis. Examples of

the generated surfaces can be seen in Fig. 12. For each example, the inf-sup

constant βh corresponding to case E, computed with a mesh of 309500 tetra-

hedra, is also shown. Notice that the eigenvalues are all very similar though

the surfaces are widely different. The eigenvalues are tightly clustered around

a mean value of about 0.024, which in turn is quite close to that obtained

for the sphere in case B. Of course the number of random combinations is

limited to draw robust conclusions, but the evidence suggests that stability

also holds in 3D. This is consistent with the success of 3D simulations carried

out for a number of applications with the weakened stabilized formulation

[9, 22, 18].

6. Conclusions

In this work, we have presented numerical evidence of convergence of

modified pressure spaces usually employed in multi-fluid flow simulations. No
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mathematical stability analysis or proof of convergence for such discretiza-

tions is yet available. The numerical stability assessment carried out here

follows the work of Malkus [15], computing the inf–sup constant βh by solv-

ing a generalized eigenvalue problem.

The spaces analyzed correspond to those originally proposed by Ausas

et al [9] and by Coppola–Owen & Codina [8]. The first one is designed to

capture discontinuities in the exact solution by locally modifying the P1 shape

functions. The second one enriches the P1 pressure space with a condensable

bubble in order to improve the representation of discontinuities in the exact

pressure gradient. By analyzing the computed inf–sup constants, it was

shown that both of these spaces, and their corresponding formulations, are

indeed stable and thus convergent.

Further, we have investigated the effect of weakening the stability of an

otherwise stable formulation in an arbitrary band of elements, such as those

elements cut by an arbitrary interface Γ. This was accomplished by set-

ting the stability coefficient to zero in those elements, for stabilized formu-

lations, and by removing the velocity bubble functions in those elements,

for mini–element formulations. The investigation showed that, for all the

studied formulations of practical interest (including the stabilized equal–

order P1/P1 element and the plain vanilla P+
1 /P1 mini–element) stability,

and thus optimal–order convergence, are not affected. Users of equal–order

(or mini–element) formulations can quite safely remove the stabilization (or,

respectively, the velocity bubbles) on an arbitrary band of elements without

expecting any misbehavior of the flow solver, provided, as discussed, that

this band does not have any mesh node internal to it.

35



  

Acknowledgments

The authors thank Prof. Enzo Dari and the anonymous reviewers for use-

ful suggestions and hints. Support from Brazilian funding agencies FAPESP

and CNPq are gratefully acknowledged. This research was carried out in the
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λ1 = 0.1560

λ3 = 0.1567 λ4 = 0.1658

λ2 = 0.1567

Figure 5: Velocity magnitude for the first eigenmodes of problem (43) obtained for Case

A in 2D. Results corresponds to the third level of refinement (h0/8).
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(a) Pressure (b) Velocity

Figure 6: Spurious modes appearing when the stabilization is completely removed. Shown

are contours of pressure (a) and of velocity magnitude (b) for the first eigenmode, corre-

sponding to the third level of refinement (h0/8).
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Figure 7: Examples of random interfaces generated for the statistical assessment in 2D.
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Figure 8: Histograms for the first two computed eigenvalues for case E in 2D.
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Figure 9: Histograms for the first two computed eigenvalues for case F in 2D.
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Figure 10: Histograms for the angle between interface and edges at intersections (left) and

for the element’s volume fraction cut by the interface (right), for case F in 2D.
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h = 0.1h = 0.2

h = 0.025h = 0.05

Figure 11: Refinement study of a random interface that for the coarsest mesh has patho-

logic nodes completely surrounded by elements cut by Γh. Red dots indicate the pathologic

nodes, if any, in each mesh. The corresponding inf–sup constant for the formulation of

case E is as a consequence zero for the two coarser meshes (top row). The two finer meshes

(bottom row), having no pathologic nodes, yield βh > 0.

45



  

βh = 0.02661

βh = 0.02042βh = 0.02568

βh = 0.02612

Figure 12: Examples of random interfaces generated for the stability analysis in 3D. The

computed values of βh are also reported for each case.
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Highlights:

• Inf-sup constants of several formulations are evaluated by solving general-

ized eigenproblems;

• We prove the stability of two interface-discontinuous FE spaces designed for

multiphase flows;

• We prove that the stabilized P1/P1 formulation does not become unstable if

stabilization is removed in a band of elements;

• We prove that the mini-element formulation does not become unstable if the

velocity bubbles are removed in a band of elements;
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