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Abstract

The spatial discretization of problems with moving boundaries is considered, incorporating

the temporal evolution of not just the mechanical variables, but also of the nodal positions

of the moving mesh. The outcome is a system of Differential-Algebraic Equations (DAE)

of index two or, in the case of inertialess flow, just one. From the DAE formulation it

its possible to define strategies to build schemes of arbitrary accuracy. We introduce here

several schemes of order two and three that avoid the solution of a nonlinear system involving

simultaneously the mechanical variables and the geometrical ones. This class of schemes has

been the one adopted by the majority of practitioners of Computational Fluid Dynamics

up to now. The proposed schemes indeed achieve the design accuracy, and further show

stability restrictions that are not significantly more severe than those of popular first order

schemes. The numerical experimentation is performed on capillary problems, discretized

by both div-stable (P2/P1, P+
1 /P1) and equal-order (P1/P1, stabilized) finite elements, and

incorporating surface tension and triple (contact) line effects.
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1. INTRODUCTION1

The numerical simulation of flows with interfaces such as capillary flows is frequently2

carried out using the arbitrary Lagrangian-Eulerian (ALE) formulation ([1, 2, 3, 4]). In3

ALE formulations the mesh is moved along the simulation in such a way that its cell-to-cell4

interfaces coincide with those of the model, which could be material discontinuities or phase5

boundaries, for example. The mesh update scheme must be able to accompany the model’s6

interfaces without generating severely distorted cells, but it is otherwise free (“arbitrarily”7

free) to choose the placement of vertices, edges and facets.8

In capillary flows very complex phenomena take place that challenge the accuracy of9

numerical methods. By geometrically aligning the mesh and the interpolation with the10

model’s interfaces, ALE formulations provide the most accurate (in a per unknown basis)11

representations of surface forces, such as surface tension or membrane stresses. Conversely,12

handling topological changes (e.g. coalescence) with this method is not straightforward and13

re-computing all matrices at each time step (which can be avoided using, e.g., the immersed14

interface method [5]) may be expensive. Methods of high order in time may be used to15

alleviate this cost.16

High-order ALE methods are scarce in the available literature. Farhat and coworkers,17

among others, proposed such methods for the compressible case, considering not fluid inter-18

faces but fluid-structure interaction [6, 7, 8]. These methods adopted the conservative form19

of the discrete problem, which raises issues of stability linked to the so-called Geometric20

Conservation Law (GCL) [9, 10, 11, 12, 13, 14, 2]. The GCL is automatically satisfied by21

ALE formulations in non-conservative form, which is the one adopted in this work.22

The incompressible case has been considered by Etienne et al [15], who failed to ob-23

tain second order accuracy with the non-conservative form, and by Liu [16], who proposed24

schemes of up to fifth order. These authors, however, only analyze problems with prescribed25

mesh motion and, in particular, no capillary effects. To our knowledge, ALE methods for26

incompressible flows with significant capillary effects (and thus with the interface location27

as an unknown of the problem) have only been studied by Ganesan and Tobiska [17], by28
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Gerbeau et al [2] and by Bänsch and Weller [18]. The first two references consider just first-29

order schemes in time, while the third one discusses second-order fully implicit methods30

which are extremely costly in memory and computer effort (though they are quite attractive31

in terms of stability).32

An attempt at a compact and rigorous presentation of a non-conservative ALE formu-33

lation of incompressible flows with significant capillary effects is carried out below. Upon34

space discretization by finite elements, the coupled problem involving both the fluid un-35

knowns and the mesh variables naturally leads to a differential-algebraic equation (DAE)36

system of index two in the four variables U, P, V and X (which correspond to the coefficient37

vectors of fluid velocity, fluid pressure, mesh velocity and nodal position, respectively).38

Temporal discretizations developed for generic DAEs (such as those in, e.g., [19, 20])39

are not necessarily the most appropriate methods for the considered problem. They lead40

to huge, nonlinearly coupled systems that are very expensive to solve in terms of computer41

time and memory [18]. Instead, we propose here several discretizations of the DAE in which42

the mesh variables are solved separately from the fluid ones. This decoupling of unknowns43

involves extrapolation of the nodal positions, in the same spirit of what is done by Farhat and44

coworkers [8] for fluid–structure interaction (FSI) problems. The proposed methods follow45

a general strategy that can, in principle, produce methods of arbitrary order of temporal46

accuracy.47

Numerical experiments show that optimal accuracy of order two or higher can be attained48

for all variables, even in challenging problems such as those involving contact lines (lines49

at which the fluid interface intersects a solid boundary). Experiments also show that the50

increased accuracy comes with practically no cost in terms of stability, since the maximum51

time steps allowed by the proposed high-order methods are practically the same as those of52

the basic, first-order staggered scheme (used, for example, in [17]).53

2. The dynamic wetting equations54

As in most of the literature on capillary phenomena, we focus on incompressible flows of55

Newtonian fluids in which surface inertia and surface viscosity are neglected. The specific56
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Figure 1: Geometrical setting. Red dots represent the contact lines. The angle θ is called contact

angle. The unitary vectors ν and νs are both perpendicular to contact line and parallel to free

surface and solid surface, respectively.

case of solid-fluid-fluid flow is considered in which the second fluid is modeled as a constant57

pressure boundary condition, as is typical for solid-liquid-gas systems. The solid is assumed58

rigid. The results extend easily to problems in which both fluids have relevant dynamics.59

The numerical treatment of a possible deformability of the solid is not addressed.60

The Navier-Stokes equations describing the motion of a liquid in time dependent region

Ω(t) ⊂ Rd read:

∂(ρu)
∂t

+ u · ∇(ρu) = −∇p+∇ · (2µDu) + ρg, x ∈ Ω(t), (1a)

∇ · u = 0, x ∈ Ω(t), (1b)

where u is the fluid velocity, p the pressure, ρ the mass density, µ the dynamic viscosity, g a

body force (e.g. gravity) and D = 1/2(∇+∇T ) the symmetric gradient operator. To model

the capillary forces at the liquid-gas interface (Γ), at the liquid-solid interface (Γs) and at

the triple-contact line (∂Γs), the following boundary conditions are adopted [21]:

σ · n = −γκn +∇Γγ, x ∈ Γ, (2a)

(I− nn) · σ · n = −β(I− nn) · (u− us), x ∈ Γs, (2b)

u · n = us · n, x ∈ Γs, (2c)

cos θ(x, t)− cos θs = −ζ(u− us) · νs/γ, x ∈ ∂Γ, (2d)

where I is the identity tensor, n the outward normal, θ the dynamic contact angle, ∇Γ
.=

(I−nn) ·∇ the surface gradient operator, κ = ∇Γ ·n the mean curvature positively counted
4



with respect to the normal, σ the Cauchy stress tensor, γ the liquid-gas surface tension, us
the solid velocity, θs the static contact angle. The parameters β and ζ correspond to the

Navier-like slip laws that are frequently added both distributed over the solid surface and

localized at the triple-contact line, respectively. The contact angle θ appearing in (2d) is

defined by

cos θ = ν · νs, (3)

where ν and νs are the liquid-gas and solid-liquid surface conormals, respectively (see Fig.

1). The location of the fluid interfaces is an unknown of the problem, since they are assumed

to preserve their material identity. In mathematical terms, this means that

x ∈ Γ(t = 0)⇔ ϕ(x, t) ∈ Γ(t), (4)

where ϕ(x, t) describes the trajectory of the fluid particle that is at position x at time t = 0.61

To close the system, a compatible initial velocity field u0(x) and an initial configuration62

Γ(t = 0) are given.63

3. The ALE formulation: A presentation without moving frames64

The domain Ω(t) over which the Navier-Stokes equations are assumed to hold is allowed

to vary with time, so that the variational formulation involves function spaces that depend

parametrically on time:

W (t) .=
{
w ∈

(
H1(Ω(t))

)d}
, (5a)

W0(t) .= {w ∈ W (t) |w · n = 0 on Γs} , (5b)

Wu(t) .= {w ∈ W (t) |w · n = us · n on Γs} , (5c)

Q(t) .= L2(Ω(t))
(
or L2(Ω(t))/R if Γ = ∅

)
, (5d)

We will however often drop the time dependence in Ω(t), W0(t), etc., from the notation,65

since no confusion can arise.66

The variational formulation of (1) together with (2) then imposes, for all times t > 0,

that

u(·, t) ∈ Wu, p(·, t) ∈ Q,
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together with u(x, t = 0) = u0(x) and∫
Ω

(ρ (∂tu + (u · ∇)u) ·w + (2µDu− pI) : Dw] +
∫

Γs

β(u− us) ·w+

+
∫
∂Γ
ζ((u− us) · νs)(w · νs) =

∫
Ω
ρg ·w−

∫
Γ
γ∇Γ ·w +

∫
∂Γ
γ cos θsw · νs, (6a)∫

Ω
q∇ · u = 0, (6b)

which must hold for all (w, q) ∈ W0 ×Q.67

A detailed justification of the capillary terms in this variational system can be found in68

[21]. The fully discrete formulation to be discussed here is obtained after first discretizing in69

space by finite elements, which turns (6a)-(6b) into a differential-algebraic equation system,70

and then discretizing in time by (variants of) classical methods.71

Let Th(t) be a mesh partition of the domain Ω(t) which defines a discrete domain Ωh(t).

Herein, the velocity and pressure approximations are written, respectively, as

uh(x, t) =
∑
j

φj(x, t)uj(t), φj(·, t)eα ∈ Wh(t), (7a)

ph(x, t) =
∑
k

ψk(x, t)pk(t), ψk(·, t) ∈ Qh(t), (7b)

where eα, α = 1, ..., d, are Rd canonical base’s vectors and uj and pk are variables coefficients72

with nodal value meaning. Above, Wh(t) and Qh(t) are the finite element subspaces of W (t)73

and Q(t), respectively, whose bases are polynomials in each simplex K ∈ Ωh and are chosen74

to be nodal interpolation functions, for simplicity.75

The partition moves with time, in particular each nodal position is a function of time

that is denoted by xj(t), for t ≥ 0. This defines nodal velocities

vj(t) .= dxj

dt
(t). (8)

Standard nodal finite element discretization spaces are built at each time, given the instan-

taneous nodal positions. At any fixed instant t, the geometry of the element K is the image

of the “master” or “reference” element K̂ through the mapping

x|K = ΦK(y, t) =
m∑
α=1
N α(y) xj(α)(t), y ∈ K̂. (9)
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where the sum extends over the m nodes of K, {N α} are the shape functions (on the master

element) adopted for geometrical interpolation, and j(α) is the number in the mesh of node

number α of the master element. Differentiating in time and using (8),

∂tΦK(y, t) =
∑
α

N α(y) vj(α)(t), .= vh(x, t) (10)

where we have denoted the velocity field induced by the nodal velocities {vj} as vh. Note76

that the interpolants of vh correspond to the geometry interpolation functions.77

The basis functions for velocity components, always at instant t, are functions φj(x, t)

which are built as the image of shape functions {Mα} defined on K̂, that is,

φj(α)(ΦK(y, t), t) =Mα(y). (11)

When the mesh is moving the basis functions defined in this way have the important property

∂tφ
j(x, t) + vh(x, t) · ∇φj(x, t) = 0. (12)

Expanding now

∂tuh(x, t) = ∂t

∑
j

φj(x, t)uj(t)
 =

∑
j

{
φj
duj

dt
+ uj∂tφj

}
,

one gets, from (12),

∂tuh =
∑
j

{
φj
duj

dt
− uj (vh · ∇φj)

}
=
∑
j

φj
duj

dt
− (vh · ∇)uh. (13)

Inserting (13) into an otherwise classical spatial discretization of (6a)-(6b) at time t, and

combining with (8) and (26) yields the Differential Algebraic Equation (DAE) system

X′(t) = V(t), (by (8)) (14a)

M(X) U′(t) = A(X,V,U) U +G(X) P + F (X, t)+

+ S1(X,V,U,U′,P), (momentum) (14b)

0 = D(X) U + S2(X,V,U,U′,P), (incompressibility) (14c)
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where U(t) = {ui}, P(t) = {pi}, X(t) = {xi}, V(t) = {vi} and M , G, D, A, and F are

defined by the block matrices

Mij
.=
∫

Ω
ρ Iφiφj, Gij

.=
∫

Ω
ψj∇φi, D

.= GT , (15a)

Aij
.=−

∫
Ω

[
ρ Iφi(uh − vh) · ∇φj + µ(I∇φi · ∇φj +∇φj ⊗∇φi)

]
−

−
∫

Γs

β Iφiφj −
∫
∂Γ
ζ νs ⊗ νs φiφj, (15b)

Fi
.=
∫

Ω
ρgφi −

∫
Γ
γ∇Γφ

i +
∫
∂Γ
γ cos θsνsφi. (15c)

and L, S1 and S2 will defined later on. Notice that:78

• In this notation, each element of a vector is a column matrix with d components, while79

each element of a matrix is itself a d× d-submatrix.80

• The convection velocity in matrix A is uh − vh, where vh is the interpolant of the81

nodal velocities {vj}. In the framework adopted in this article, it does not arise from82

the discretization of an “ALE differential formulation” (see, e.g. [22]) but from the83

straightforward calculation of ∂tuh.84

• The first term on the right-hand side of (13) is the interpolant of time derivatives of

the nodal values of uh, which is different from ∂tuh because the basis functions depend

on time. In the ALE literature, this term is usually called “ALE derivative of uh”,

denoted by ∂∗t uh, and obtained from a moving-frame formulation of the continuous

problem. Here, we avoid the moving frames and introduce it by definition as

∂∗t uh
.=
∑
j

φj
duj

dt
, (16)

which is in fact the formula used in actual computations. Notice that ∂∗t uh satisfies

∂∗t uh = ∂tuh + (vh · ∇)uh. (17)

• The vectors S1 and S2 arise from the stabilization terms. We consider algebraic

subgrid-scale stabilization [23], which for linear elements coincides with the Galerkin
8



Least Squares formulation [24, 25]. It requires the computation of terms of the form∫
K

R(uh) · L(wh),

where R(uh) stands for the residual of the momentum equation

R(uh) .= ρ [∂tuh + (uh · ∇)uh]− ρg, (18)

and

L(wh) .= ρ [∂twh + (uh · ∇)wh] , (19)

but note that neither ∂tuh nor ∂twh are readily available at the integration points.85

Instead, one takes advantage of (17) to compute R(uh) and L(wh) as86

R(uh) .= ρ (∂∗t uh + [(uh − vh) · ∇]uh)− ρg, (20)

L(wh) .= ρ ∂∗t wh︸ ︷︷ ︸
=0

+[(uh − vh) · ∇]wh, (21)

where now all quantities are straightforward to evaluate at any integration point. In87

particular ∂∗t wh is zero because of (12). The stabilization terms thus take the form88

(S1)i =
∑
K

{
τK

∫
K
ρ (uh − vh) · ∇φi R(uh) + δK

∫
K
∇ · uh∇φi

}
, (22)

(S2)i =
∑
K

τK

∫
K

R(uh) · ∇ψi, (23)

where

τK =
[
4 µ

ρh2
K

+ 2‖uh − vh‖L2(K)

hK

]−1

, δK = 4µ+ 2ρ‖uh − vh‖L2(K)hK , (24)

These terms will be omitted in the following, since they are only activated in the89

simulations with equal-order elements and their time discretization is analogous to90

that of the other terms.91

• If the mesh velocity V is a datum, Equations (14a)-(14c) constitute a closed system for92

the unknowns X(t), U(t) and P(t). In general, however, V is not known and depends93

on U through kinematic constraints. This introduces an additional equation in the94

DAE system as discussed in the next section.95
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4. Mesh velocity equation and final DAE system96

In capillary problems the mesh velocity is some artificially constructed field, resulting

from some mesh update algorithm. The only condition on V(t) (consequently on vh) for

the material identity condition (4) to be fulfilled at discrete level is that

(uh − vh) · nh = 0, weakly on ∂Ωh(t), (25)

for some discrete normal nh. In general, the operation of determining vh from uh can be

written as an additional equation

Lvh = B uh, (26)

The specific strategy adopted for this study corresponds to solving the elasticity operator

∇ · σe = 0, in Ωh(t), with vh(xi, t) = uh(xi, t), xi ∈ ∂Ωh(t), (27)

where

σe = λe(∇ · vh) I + 2µeDvh, (28)

and D is the symmetric gradient operator already defined. Note that the kinematic condition

(25) is certainly satisfied, since in fact vh(xi, t) = uh(xi, t) is imposed over all components.

The Lamé elastic constants λe and µe are chosen as λe = −µe = E, where E is element-wise

constant and equal to the inverse of the element volume [26]. This choice has worked very

well for us, both in 2D and 3D, which is remarkable given that µe and λe + 2
3µe differ in

sign. The system of equations (26) can be represented in a matricial form

L(X) V(t) = BU(t), (29)

where

Lij
.=
∫

Ω
λe∇φi(∇φj)T + µe( I∇φi · ∇φj +∇φj(∇φi)T ),

and B is a matrix which has non-zero entries only on the lines corresponding to the boundary97

nodes, and does not depend on unknowns.98

The final DAE system, omitting stabilization for clarity, thus reads:99
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X′(t) = V(t), (30a)

0 = L(X) V(t)−BU(t), (30b)

M(X) U′(t) = A(X,V,U) U +G(X) P + F (X, t), (30c)

0 = D(X) U(t). (30d)

The following comments are in order:100

• The actual matrices and vectors in (30a)-(30d) depend on the finite element spaces101

chosen for the variables. In our implementation, the following velocity/pressure com-102

binations are available: P2/P1 (Taylor-Hood), P+
1 /P1 (minielement) and P1/P1 (equal-103

order element with residual-based stabilization). The geometrical interpolation (and104

thus the interpolation of vh) is P2 for the P2/P1 element, and P1 for the other two.105

• System (30a)-(30d) is a DAE of index 2 [19, 20]. In the case of negligible inertia we106

have M = 0 and thus Equation (30c) turns into an algebraic constraint. The index of107

the DAE then drops to 1.108

• Straightforward application of standard discretization techniques for stiff DAEs couples109

the four unknowns and yields a huge nonlinear algebraic system at each time step.110

Notice that X defines the mesh geometry and is thus involved in all integrals appearing111

in matrices M , A, G, D and L. For this reason, we discuss here time discretization112

techniques which decouple Eqs. (30a)-(30b) from Eqs. (30c)-(30d).113

5. Discretization in time114

5.1. Notations115

Throughout the paper, we will use a notation based on that used by Codina et al. [27].

Let fn be the approximation of a function f at time level tn = nδt, where the time step

11



δt
.= tn+1 − tn is assumed constant. For a parameter θ ∈ [0, 1], we denote

fn+θ .= θfn+1 + (1− θ)fn,

δfn+1 ≡ δ(1)fn+1 .= fn+1 − fn,

δ(i+1)fn+1 .= δ(i)fn+1 − δ(i)fn, i = 1, 2, 3, ...

(31)

We also define the backward difference operators

D1f
n+1 = δfn+1 = fn+1 − fn,

D2f
n+1 = 3

2f
n+1 − 2fn + 1

2f
n−1,

D3f
n+1 = 11

6 f
n+1 − 3fn + 3

2f
n−1 − 1

3f
n−2.

(32)

5.2. Problems with given mesh velocity116

We first consider problems where the mesh velocity V(t) is a datum, given by the nodal

values of some field v(x, t), i.e.,

(V(t))i = v(xi(t), t).

With some abuse of notation, we denote

V(t) = v(X(t), t).

In this way, the DAE to approximate is (14) in which the nodal positions X can easily be117

integrated from Eq. 14a.118

A couple of possible methods are described below in which this integration is performed119

using a four-stage Runge-Kutta technique. The description of each method is accompanied120

by a simple numerical example, so as to leave the Numerical Experiments section (Section121

6) exclusively for the tests in which V is an unknown of the problem, which are much more122

interesting.123

12



5.2.1. Midpoint rule/Runge-Kutta method (MR-RK2)124

Integrating the Navier-Stokes part of (14) by the midpoint rule method, the first method

that we present here is:
Kn,i = v(Xn + ∆t

s∑
j=1

aijKn,j, tn + ci∆t),

Xn+1 = Xn + ∆t
s∑
i=1

biKn,i;
(33a)


M(Xn+1/2) 1

δt
D1Un+1 = A(Xn+1/2, Ṽn+1/2,Un+1/2) Un+1/2+

+G(Xn+1/2) Pn+1/2 + F (Xn+1/2, tn+1/2);

0 = D(Xn+1/2) Un+1/2.

(33b)

where Ṽn+1/2 is an approximation of v(X(tn+1/2), tn+1/2) for which we have chosen

Ṽn+1/2 = 1
δt
D1X = Xn+1 −Xn

δt
.

The coefficients of RK2 are given by the following Butcher tableau:

ci aij

bij

=
0

1/2 1/2

0 1

.

To avoid the computation of an initial pressure (which must obey some compatibility con-

ditions, see [28]), Pn+1/2 here is not considered as given by definition (31) but as a unknown

itself. Therefore, it is necessary a post-processing to compute the approximation of P(tn),

namely

P(tn) ' 1
2
(
Pn+1/2 + Pn−1/2

)
.

As a numerical example, we test the formulation on the following problem referred to as

GMV1 (given-mesh-velocity problem 1). We consider a kind of Couette flow, with ρ = µ = 1,

such that the exact solution is given by

u = (x cos(20t) + y sin(20t), x sin(20t)− y cos(20t)), (34)

p = x cos(20t) + y sin(20t), (35)

13



(a) (b)

Figure 2: Initial (left) and final (right) meshes of the GMV1 test problem. They correspond to

t = 0 and t = 0.2, respectively.

where (x, y) .= x. Note that u and p are linear in x, so the only source of errors is the time

discretization. The prescribed motion of the nodes is

v = 5

 sin2(x) sin(10t) + sin2(y) cos(10t)

sin(x) sin(y)(cos(10t)− sin(10t))

 , (36)

the initial domain is the square [−1.2, 1.2]2 and the initial mesh is shown in Fig. 2. We have

taken the time steps δt = 0.01 · 2−k, k = 0, ..., 8, and we have computed the velocity error

Eu and the pressure error Ep as

Eu = ‖u(·, tn)− unh(·)‖H1(Ωh(tn)) , Ep = ‖p(·, tn)− pnh(·)‖L2(Ωh(tn)) ,

at time tn = 0.2. The choices of tn and v are such that the distortion of the final mesh is125

comparable to the edge size of the coarsest mesh. We have tested the three implemented126

elements, all of them achieving second order convergence for both u and p.127

The exact solution of problem GMV1 belongs to the finite element space at all times,

so that there is no error due spatial discretization. In contrast, the problem proposed in

[15], which we refer to as GMV2 problem, involves both temporal and spatial discretization
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errors. Its analytical solution reads:

u = g(t)

 −1 + x+ x2 + y + y2 + xy + y3

1 + x+ x2 − y − y2/2− 2xy + x3

 , (37a)

p = x2, (37b)

g(t) = 1 + tanh(t) sin(9πt), (37c)

v = (xyt2/5, xy(1− t2/5)/10). (37d)

We have taken time steps δtk = 0.01 · 2−k, k = 0, ..., 8, with the same mesh as in GMV1.

Estimates of the temporal error in velocity (E(k)
u ) and pressure (E(k)

p ) are computed as

E(k)
u = ‖U(δtk)−U(δtk+1)‖∞ , (38)

E(k)
p = ‖P(δtk)−P(δtk+1)‖∞ (39)

where || · ||∞ is the usual vector maximum norm defined by ||x||∞ = max(|x1|, ..., |xn|).128

Notice that this procedure measures convergence to the exact solution of the DAE system129

(14).130

Second-order convergence in U and P is obtained both for the stable (P2/P1 and P+
1 /P1)131

and for the stabilized (P1/P1) finite element formulations. These results are better than those132

obtained in [15], where linear convergence is reported.133

5.2.2. BDF2/Runge-Kutta method (BDF2-RK2)134

The temporal discretization of the semi-discrete formulation (14) by BDF2 formula is

analogous to the midpoint-rule. We will refer to this approach as BDF2-RK2. Integrating

the Navier-Stokes part of (14) by the BDF2 formula, we obtain:
Kn,i = v(Xn + δt

s∑
j=1

aijKn,j, tn + ciδt),

Xn+1 = Xn + δt
s∑
i=1

biKn,i;
(40a)


M(Xn+1) 1

δt
D2Un+1 = A(Xn+1, Ṽn+1,Un+1) Un+1+

+G(Xn+1) Pn+1 + F (Xn+1, tn+1);

0 = D(Xn+1) Un+1,

(40b)

15



where Ṽn+1 is an approximation of v(X(tn+1), tn+1). We have chosen

Ṽn+1 = 1
δt
D2X. (41)

We tested this method on problems GMV1 and GMV2. Again, second order convergence is135

obtained for all finite elements for both tests.136

In [13] two versions of BDF2 are considered. One of them is equivalent to the BDF2

presented here, while the other one consists, in our framework, of taking

Ṽn+1 = 1
δt
D1X. (42)

instead of (41). As reported in [13], this change degrades the convergence rate to linear.137

They interpreted these two versions as a linear and a quadratic (in time) interpolation of138

the domain deformation, respectively. With the DAE formulation it is easier to understand139

this degradation: the velocity in (42) is a second order approximation of V at tn+1/2, but140

the momentum equation requires V to be approximated at tn+1.141

5.3. Algorithms for free boundary problems142

For real-life problems in which the mesh velocity is unknown, such as the semi-discrete143

capillary equations (30a)-(30d), the time integration proposed here is somewhat similar to144

the one performed previously. However, because the nodal positions are now coupled to the145

fluid velocity, we use an extrapolation technique to decouple Eqs. (30a)-(30b) from Eqs.146

(30c)-(30d). In more concrete terms, we extrapolate the fluid velocity in the geometrical147

update so that the Navier-Stokes part can be solved separately.148

In the following we introduce some variants of this idea for which the extrapolation does149

not lead to accuracy loss; i.e., the convergence order (in time) of the fully-discrete algorithm150

is the same as that of the time discretization adopted for the Navier-Stokes part.151
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5.3.1. Midpoint rule/Adams-Bashforth method (MR-AB)152

This method applied to the semi-discrete capillary equations (30) reads

1
δt
D1Xn+1 = Vn+1/2, (43a)

0 = L(X̂n+1/2)Vn+1/2 −B (Ûn+1/2), (43b)

M(Xn+1/2) 1
δt
D1Un+1 = A(Xn+1/2,Vn+1/2,Un+1/2) Un+1/2+ (43c)

+G(Xn+1/2) Pn+1/2 + F (Xn+1/2, tn+1/2), (43d)

0 = D(Xn+1/2) Un+1/2, (43e)

where Vn+1/2 is taken as unknown in much the same way as Pn+1/2. Notice that the algorithm

starts each time step by solving (43b) with boundary values given by

Ûn+1/2 = 3
2 Un − 1

2 Un−1, (44)

which is an Adams-Bashforth-like extrapolation of U to time n + 1/2. Though not strictly153

necessary, the matrix L of the elasticity operator is also built on the extrapolated geometry154

X̂n+1/2.155

The mesh velocity Vn+1/2 is then plugged into (43a) to find Xn+1, from which one com-156

putes Xn+1/2. The mesh geometry determined by Xn+1/2 is used for the Navier-Stokes part157

(43c)-(43d), to find Un+1 and Pn+1/2 and proceed to the next time step.158

5.3.2. BDF2/extrapolated BDF2 (BDF2-BDF2e)159

This method reads

1
δt
D2Xn+1 = Vn+1, (45a)

0 = L(X̂n+1)Vn+1 −B (Ûn+1), (45b)

M(Xn+1) 1
δt
D2Un+1 = A(Xn+1,Vn+1,Un+1) Un+1+ (45c)

+G(Xn+1) Pn+1 + F (Xn+1, tn+1), (45d)

0 = D(Xn+1) Un+1, (45e)

where the extrapolation Ûn+1 of the (boundary values of) velocity to time n+ 1 is given by

Ûn+1 = 2 Un −Un−1. (46)
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The same formula is used to compute X̂n+1. Note that in this method the mesh-velocity160

unknown is Vn+1.161

5.3.3. BDF2/Adams-Bashforth method (BDF2-AB)162

In the methods introduced so far, the time instant at which V is computed from the163

kinematic equations (30a)-(30b) coincides with the instant needed in the momentum equa-164

tion (30c). This instant is n + 1/2 for the MR-AB method and n + 1 for the BDF2-BDF2e165

method.166

It is possible, though not advisable, to devise methods in which the instants do not

coincide and still preserve the temporal accuracy. This is the case of the BDF2-AB method,

which reads

1
δt
D1Xn+1 = Vn+1/2, (47a)

0 = L(X̂n+1/2)Vn+1/2 −B (Ûn+1/2), (47b)

M(Xn+1) 1
δt
D2Un+1 = A(Xn+1,Vn+1,Un+1) Un+1+ (47c)

+G(Xn+1) Pn+1 + F (Xn+1, tn+1), (47d)

0 = D(Xn+1) Un+1, (47e)

where Ûn+1/2 is defined by (44), and similarly for X̂n+1/2. The V unknown in this case is

Vn+1/2 and the vector Vn+1 used in (47c) is obtained from

Vn+1 = 2Vn+1/2 −Vn. (48)

This method, unlike the others, requires the storage of Vn+1 for use at the next time step.167

5.3.4. BDF3/extrapolated BDF3 method (BDF3-BDF3e)168

The methodology with which the three schemes proposed above are built is naturally169

extended to higher orders. It consists of selecting three discretization rules: (a) one for the170

time derivative in (30a), (b) one for the extrapolation of X and U in (30b) and (c) one for171

the time derivative in (30c). All three discretization rules being of the same order m, the172

overall scheme will be consistent with order m.173
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As an example, let us present a scheme in which all three rules (a), (b) and (c) are based

on the BDF3 differentiation formula and which has indeed third-order accuracy:

1
δt
D3Xn+1 = Vn+1, (49a)

0 = L(X̂n+1)Vn+1 −B (Ûn+1), (49b)

M(Xn+1) 1
δt
D3Un+1 = A(Xn+1,Vn+1,Un+1) Un+1+ (49c)

+G(Xn+1) Pn+1 + F (Xn+1, tn+1), (49d)

0 = D(Xn+1) Un+1, (49e)

where

Ûn+1 = 3 Un − 3 Un−1 + Un−2, (50)

and similarly for X̂n+1.174

6. Numerical experiments175

6.1. Oscillating droplet176

We first test the methods on a three-dimensional oscillating droplet problem. Taking

advantage of the azimuthal symmetry, only 1/4 of the drop is discretized. The drop is

initially perturbed by 10% of its radius in the fundamental oscillation mode, i.e., its initial

radius r in function of polar angle θ is

r(θ) = R0

(
1 + 0.1 1

2(3 cos2(θ)− 1)
)
, θ ∈ [−π/2, π/2],

where R0 is the radius of the unperturbed drop. Note that this perturbation does not177

preserve volume.178

In this problem the dimensional data are four (R, ρ, µ and γ), with one dimensionless

group for which we choose the Ohnesorge number

Oh = µ√
ρR γ

, (51)

where R is the effective radius induced by the volume V0 of the perturbed drop, namely

R =
(3V0

4π

)(1/3)
.
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To render the numerical results dimensionless, we adopt the scales

Length: R, Velocity: γ
µ
, Time: µR

γ
, Pressure: γ

R
,

When Oh � 1 the drop exhibits weakly-damped oscillations with a period and decay time

that can be estimated as
√
ρ π2R3/(2 γ) and ρR2/(5µ), respectively (see [29]), which upon

adimensionalization results in

τ = π√
2 Oh

, b = 1
5 Oh2 .

For this study we take Oh = 1.95 × 10−2, so that τ = 113.92 and b = 525.97. We take the179

time instant T = 118.8 (a little more than one period) as final time in the convergence tests.180

The maximum velocity in the first period, as obtained from the simulation is 3.4 10−3, which181

corresponds to Reynolds number of Re = 8.9 and indicates significant inertial effects. The182

radius of the unperturbed drop R was taken based on the volume of the initial mesh (which183

is obviously equal for all methods). For illustrative purposes, we show in Fig. 3 the second184

time step configuration of the mesh (1163 P2/P1 elements), and in Fig. 4 the time history185

(converged in δt using the BDF3-BDF3e method) of the vertical position of the uppermost186

node of the mesh (θ = π/2). The numerical period obtained was τh = 114.71. The difference187

with τ = 113.92 is due to spatial discretization errors and to inaccuracy of the theoretical188

prediction, which is valid just for infinitesimal amplitudes.189

We now proceed to describe the numerical experiments performed to assess the temporal190

accuracy of the proposed methods, and after that include a basic assessment of stability.191

6.1.1. Accuracy192

We have applied all four methods (MR-AB, BDF2-BDF2e, BDF2-AB and BDF3-BDF3e)193

to the oscillating droplet problem, with time steps δt = 0.095 ·2−k, k = 0, ..., 5. The methods194

need one or two time steps to be already computed so as to apply the extrapolation formula.195

For these first steps no extrapolation is performed, so that the fully coupled nonlinear system196

for X, V, U and P is solved by Picard iteration between the geometrical and dynamical197

parts of the system (typically 4 to 8 iterations were needed).198
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Figure 3: Second time step configuration of the simulation of the oscillating drop. The the color

scale represents the pressure (red: 2.18, blue: 1.52). The mesh has 1163 quadratic elements.
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Figure 4: Comparison of the amplitude obtained numerically with the pseudoanalytically solution

A(t) = R cos(Ωt) exp(−t/b) where Ω = 2π/τ , τ = 113.92, b = 525.97 and R = 0.097 (effective

radius). The vertical line corresponds to the final instant T = 118.8 where errors are computed in

the convergence tests.

All three finite element discretizations were used (P2/P1, P+
1 /P1 and P1/P1(stab.)). The199

temporal accuracy did not show any dependence on the element type, so that just the P2/P1200

results will be detailed here.201
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The errors for both velocity and pressure are computed as in (38). Tables 1 and 2 present202

the results. The methods achieve their expected convergence order in all variables and with203

all methods, either Galerkin or stabilized, either quadratic or linear in space. Among the204

second order methods the BDF2-AB seems to be the more accurate, the BDF2-BDF2e205

being the least. Since the estimates E(k)
u and E(k)

p are not true errors, these results are not206

conclusive and may even be case dependent.207

6.1.2. Stability208

The methods proposed in this article are all extrapolatory and thus stability restric-

tions in the time step are to be expected. The most popular algorithm, namely the basic

“staggered scheme” in which velocity and pressure are updated with fixed geometry and

then geometry is updated according to the last computed velocity (used in, e.g., [17]), has

a stability restriction which reads ([30])

δt < δtlim '
1
2

C2
µh

γ
+

√√√√(C2
µh

γ

)2

+ 4C1
ρ h3

γ

 , (52)

where h is the space step of the discretization, and C1 and C2 do not depend on the physical209

and discretization data of the problem.210

To assess whether the second and third order schemes proposed here bring with them

tolerable (or intolerable) reductions in δtlim, we present here experiments in which the maxi-

mum time step that yields a well-behaved solution is computed for all methods and all finite

element spaces, and compared to that of the following basic (first order) staggered scheme:

1
δt
D1Xn+1 = Vn, (53a)

0 = L(Xn)Vn −B (Un), (53b)

M(Xn+1) 1
δt
D1Un+1 = A(Xn+1,Vn,Un+1) Un+1+ (53c)

+G(Xn+1) Pn+1 + F (Xn+1, tn+1), (53d)

0 = D(Xn+1) Un+1. (53e)

The resulting values of δtlim are displayed in Table 3. One observes that none of the211

methods looses stability significantly with respect to the basic staggered one. The one that212
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allows for the larger time steps is the BDF2-BDF2e, at least 25% higher than those allowed213

by the basic scheme. Remarkably, the third order scheme also allows for larger time steps214

than the basic one.215

The element P2/P1 exhibits a much more restrictive stability limit than those of the216

linear elements, which is natural because quadratic elements have more degrees of freedom217

at the free boundary.218

k MR-AB order BDF2-BDF2e order BDF2-AB order BDF3-BDF3e order

0 1.358e-07 – 1.335e-07 – 2.980e-08 – 3.402e-09 –

1 3.378e-08 2.008 3.296e-08 2.018 7.444e-09 2.001 4.216e-10 3.012

2 8.420e-09 2.004 8.198e-09 2.007 1.859e-09 2.001 5.188e-11 3.022

3 2.122e-09 1.987 2.324e-09 1.818 5.104e-10 1.865 6.362e-12 3.027

4 5.104e-10 2.056 5.882e-10 1.982 1.124e-10 2.182 6.808e-13 3.224

Table 1: Velocity errors E
(k)
u and experimental orders of accuracy (computed as

log2(E(k)
u /E

(k+1)
u )).

k MR-AB order BDF2-BDF2e order BDF2-AB order BDF3-BDF3e order

0 1.680e-05 – 1.537e-05 – 3.762e-06 – 1.665e-07 –

1 4.208e-06 1.997 3.857e-06 1.994 9.416e-07 2.001 2.029e-08 3.037

2 1.052e-06 1.999 9.660e-07 1.997 2.355e-07 2.001 2.477e-09 3.034

3 2.704e-07 1.960 2.542e-07 1.926 6.044e-08 1.865 3.114e-10 2.991

4 6.044e-08 2.161 6.518e-08 1.963 6.524e-09 2.182 4.019e-11 2.954

Table 2: Pressure errors E
(k)
p and experimental orders of accuracy (computed as

log2(E(k)
p /E

(k+1)
p )).
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Element MR-AB BDF2-BDF2e BDF2-AB BDF3-BDF3e Basic

P2/P1 0.16 0.29 0.25 0.22 0.19

P+
1 /P1 0.80 1.04 0.99 0.85 0.76

P1/P1(stab) 1.09 1.28 1.18 1.18 0.85

Table 3: Maximum time step for which the algorithms are stable (δtlim in the text).

6.2. Sliding drop219

We now consider a drop sliding down a vertical plane. In this test all capillary terms220

in (6) are active: surface tension, surface dissipation and concentrated contact line forces.221

Clearly, all of them depend on the geometry.222

Some complex phenomena like hysteresis, formation of cusps and bifurcations at the trail-223

ing edge (see [31] for illustrations) can be simulated with a proper modeling of the dynamic224

contact angle. Popular examples of models that can be incorporated in our formulation by225

finding an explicit expression for ζ (and possibly for β) are Jiang’s model [32], Cox’s model226

[33], de Gennes’ model [34], Bracke’s model [35], among others.227

The drop is initially a hemisphere of radius R0. Unlike the previous numerical example,228

the dimensionless parameters are compute with the radius R = R0. The problem is sym-229

metric about the y-z plane so that just one half of the drop is discretized with a mesh of230

1696 P2/P1 elements.231

The non-dimensional parameters that govern this problem are the Ohnesorge number

(Oh) and the static contact angle θs, together with

Π1 = ρR2 g

γ
, Π2 = β R

µ
, and Π3 = ζ

µ
, (54)

which are non-dimensional measures of the gravity acceleration g, the Navier friction pa-232

rameter β and the line dissipation parameter ζ, respectively.233

We have taken Oh= 0.707 in our experiment, so that viscous and surface tension forces234

are roughly of the same order. Also, we have taken θs = π/2 so that, when β = ζ = 0 the235

problem reduces to that of a spherical drop falling in vacuum (this simple fact was used as236

24



k E(k)
u order E(k)

p order Evol order

1 9.375e-06 – 5.640e-05 – 8.611e-06 2.027

2 2.092e-06 2.164 1.284e-05 2.135 2.135e-06 2.011

3 5.190e-07 2.010 3.033e-06 2.082 5.310e-07 2.007

4 1.279e-07 2.021 7.225e-07 2.069 1.323e-07 2.004

5 3.123e-08 2.033 1.798e-07 2.006 3.302e-08 2.002

6 7.595e-09 2.039 4.459e-08 2.011 8.248e-09 2.001

Table 4: Three dimensional sliding drop time convergence using the MR-AB method.

additional validation of the code). It was observed that the mesh deformation increased as237

the parameters Π1, Π2 and Π3 were increased. The simulation reported here corresponds to238

Π1 = 1, Π2 = 5 and Π3 = 10. These values are close to the maximum ones for which the239

problem can be successfully modeled without remeshing the domain along the way.240

We have taken the (dimensionless) time steps δt = 0.02 · 2−k, k = 0, 1, . . . , 6 and the

errors have been computed at T = 4. In addition to errors E(k)
u and E(k)

p we also report the

volume error defined as

Evol = |Volumefinal − Volumeinitial|
Volumeinitial

. (55)

An illustration of the simulated drop can be found in Fig. (5). The maximum velocity241

obtained was 0.26 which corresponds to Reynolds number of Re = 0.52. The difference242

between the advancing contact angle from the receding one increases over time due to the243

presence of the contact line dissipation term. In Fig. 6 one can see that the displacement244

of the advancing contact point starts to increase faster than the receding contact point at245

t = 1, so that the drop slowly stretches. The slip condition on the wall surface makes that uh246

is not zero there. Figure 7 shows the velocity at the fluid-solid contact. Initially the interior247

of the disk moves faster than the triple line, later on the maximum velocities take place at248

the triple line. There is a pattern of convergence on the upper side and of divergence on the249

lower one. This is in agreement with experimental results that show narrow-tailed sliding250
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drops [33].251

Table 4 shows the temporal convergence results of method MR-AB when using the P2/P1252

element. One can note that quadratic convergence is maintained for velocity, pressure and253

volume. Optimal-order behavior is also observed for the other methods and finite element254

spaces.255

t = 0.02 t = 0.96 t = 2.50 t = 4.00

Min: 3.8e-2
Max: 2.6e-1

Min: 2.1e-2
Max: 1.2e-1

Min: 1.7e-2
Max: 7.9e-2Max: 1.0e-2

Min: 8.0e-4

Figure 5: Some frames of the simulation of the sliding droplet. The color corresponds to the

velocity magnitude where blue color is the minimum and the red is the maximum value.

7. Conclusions256

We have presented a Differential-Algebraic formulation of arbitrary Lagrangian-Eulerian257

techniques for finite element formulations of free boundary problems.258

We introduced a discretization strategy for the resulting DAE system which allowed us to259

build several second and third order (in time) fully discrete methods. These methods, which260

decouple the geometrical and dynamical variables by means of extrapolation procedures,261

were assessed on capillary flows involving surface tension and triple-contact lines. The262

spatial discretization was carried out with both div-stable (P2/P1, P+
1 /P1) and equal-order263
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Figure 6: Comparison between the displacement of the advancing contact point and the receding

contact point of a drop sliding over a vertical wall.
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Figure 7: Profiles of the fluid-solid interface of the sliding drop at t = 0.02 (left) and t = 4 (right).

The vector field corresponds to the fluid velocity which maximum magnitude value is 7.47e-3 in

the left and 5.25e-2 in the right.

(P1/P1, stabilized) finite elements. The results show that the design accuracy is achieved264

by all methods, and that the proposed extrapolation procedures do not have a significant265
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negative impact on the stability.266
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