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a b s t r a c t

The interest in the simulation of flows with significant surface tension effects has grown significantly in
recent years. This has been driven by the substantial advances made in the measurement and manufac-
turing of microscopic systems, since at small length scales surface phenomena are dominant. In this arti-
cle, surface tension, capillarity and wetting effects are discussed in terms of the virtual–work principle
and shape sensitivity, starting from first principles and arriving at variational formulations that are ade-
quate for numerical treatment (by finite elements, for example). To make the exposition self-contained,
some elements of differential geometry are recalled using a formulation that is fully in Cartesian coordi-
nates and may thus be more friendly to readers not familiar with covariant derivatives. All necessary
results are proved in this Cartesian formulation. Several numerical examples computed with a finite ele-
ment/level set formulation are used to illustrate this challenging physical problem.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

The physics of surface tension, capillarity and wetting/dewetting
phenomena is a very vast and active field of research for which a
classical reference is the work of de Gennes and coworkers [1], while
an update of the state of the art can be found in the article by Bonn et
al. [2]. Informally speaking, surface tension appears whenever two
immiscible fluids (A and B) are in contact, and is a consequence of
the increased energy of the molecules of A (respectively, B) at the
interface, as compared to those comfortably surrounded by identical
neighbors at the bulk of fluid A (respectively, B).

Remark 1.1. Of course, depending on the pair A–B it may well
happen that the molecules of A prefer to have some B-molecules
around them rather than just A-molecules, but in this case the
fluids would be miscible.

Over the years, a large volume of information has been pub-
lished about the numerical simulation of flows with interfaces, of
which review articles can be found [3–8]. These works consider
either a passive interface or a capillary one, in which surface ten-
sion forces have been accounted for. However, capillary forces
are introduced axiomatically, with little or no discussion of their
physical and mechanical interpretation.
ll rights reserved.
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On the other hand, there is a growing interest in microscopic
flows with quite complex interfaces. Textured, superhydrophobic
and electrically modifiable surfaces have already entered microflu-
idic technologies [9–11], and the study and manipulation of com-
plex colloids and biological interfaces is now within reach [12–14].
Successful numerical modeling of interfaces of such complexity can-
not be performed without mechanical intuition and understanding.
In fact, current research in elastic and geometric biomembranes is
fundamentally based on energy considerations [15–21].

The plan for this article is to analyze the energetics of capillary
phenomena from the viewpoint of the virtual–work principle, so
as to translate the well-established physics (see, e.g., [1]) into a lan-
guage more familiar to practitioners of computational mechanics.
For this purpose, we first focus on a variational derivation of the vir-
tual work PC associated with the deformation of the interface C,
which is the only difference with respect to the classical Stokes
problem when C is closed, and then extend the analysis to prob-
lems with contact lines, in which as we will see both PC and P@X
play crucial roles. The derivation purposedly contains all required
mathematical proofs in a seldom used but very practical framework
that does not require covariant differentiation [22]. Along the anal-
ysis, connections to previous mathematical and numerical formula-
tions are made, so as to discuss current practices from the proposed
viewpoint, and some challenging open problems are identified.
2. Mathematical setting

Of the many surface-tension-related phenomena, we deliber-
ately focus here on those involving two incompressible Newtonian
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fluids at scales small enough for inertial and gravitational effects to
be negligible. We consider the flow of these fluids in a domain X
which for simplicity is assumed bounded by a rigid, impenetrable
solid (its boundary is denoted by oX, also assumed smooth). The
domain X splits into two subdomains, X+ occupied by fluid A
and X� occupied by fluid B. The interface between X+ and X� is
denoted by C, which is assumed to be a smooth surface that can
either be closed or have a boundary oC at which there exists
fluid/fluid/solid contact (the well-known ‘‘contact line’’). A sketch
of the geometrical setting in two dimensions can be seen in
Fig. 1, but the three-dimensional situation (d = 3) is assumed
throughout this article.

It is also assumed that there is no slip between the fluids at the
interface, so that a global velocity field u 2 (H1(X))d can be defined.
A global pressure p 2 L2(X) is also defined, and the viscosity l(x) is
taken as lA(x) if x 2X+ and as lB(x) if x 2X�.

Introducing the spaces

W ¼: w 2 ðH1ðXÞÞdjw � �n ¼ 0 at @X
n o

; ð1Þ

Q ¼: L2ðXÞ=R; ð2Þ

the variational formulation of the problem reads: Find
(u,p) 2W � Q such thatZ

X
2lDu : DwdX�

Z
X

pr �wdX ¼
Z

X
b �wdXþ P@XðwÞ þ PCðwÞ;

ð3ÞZ
X

qr � udX ¼ 0 ð4Þ

for all (w,q) 2W � Q.
Above, b 2 (L2(X))d is a body force introduced for completeness,

which may arise for example from electrophoretic effects, but will
not be discussed. Because W admits tangential movement of the
fluid with respect to oX, a linear form P@X : W ! R has been
introduced expressing the virtual work at the boundary. Similarly,
PC is a linear form expressing the virtual work associated to the
interface C. The physical and mathematical meaning of these
forms, which may depend on u or other variables, will be thor-
oughly discussed in the next sections, for the time being it suffices
to accept that (3) and (4) is a well-posed variational problem
whenever the right-hand side of (3) is linear and continuous in W.

It is important to notice at this point that the time is absent
from (3) and (4). This does not mean that the problem is time-inde-
pendent, but rather that the time enters the mathematical problem
parametrically. The surface C corresponds to the location of the
fluid–fluid interface at some given time t, and at that time the
velocity and pressure of the fluid are the unique solution to (3)
Fig. 1. Geometrical setting. On the left (respectively, right) the case without (respective
red dots. (For interpretation of the references to colour in this figure legend, the reader
and (4). Of course, since the fluid–fluid interface is a material entity,
the interface C is transported by the fluid velocity u and thus
evolves with time.

Remark 2.1. Notice that the time turns into a parameter because
both the inertia of the fluid and the inertia of the interface have
been neglected. The former, as is well known, would add to the
left-hand side of (3) the termZ

X
q
@u
@t
þ ðu � rÞu

� �
�wdX;

while the latter would addZ
C

r
@u
@t
þ ðu � rÞu

� �
�wdC;

where r represents a superficial mass density, which could be sig-
nificant for example if microscopic heavy particles are adsorbed at
C.
Remark 2.2. If P@X is taken as zero, the formulation corresponds to
a free-slip condition at oX. As is well known, a no-slip condition
does not correspond to a particular choice of P@X but rather to
replacing the space W in the formulation by

W0 ¼: w 2 ðH1ðXÞÞdjw ¼ 0 at @X
n o

: ð5Þ

In this case, which is the most classical, P@X is identically zero on
W0.

If, further, PC ¼ 0, the model considers no surface tension
effects and the classical Stokes problem is recovered.
3. The virtual work of surface tension

We now derive an expression for PC on the basis of energy
considerations.

Consider a surface C at which there exists a heterogeneity in
the composition or structure, leading to a corresponding energy
EðCÞ. Assuming this energy to be additive, it can be written as

EðCÞ ¼
Z

C
cðxÞdC; ð6Þ

where c is a surface energy density that could depend on many vari-
ables, such as the deformation with respect to some relaxed config-
uration (as in elastic interfaces) or the local curvature of the
interface (as in lipidic membranes), as long as c satisfies some basic
locality and objectivity principles.
ly, with) triple-contact points (contact line @C in 3D), which are represented by the
is referred to the web version of this article.)



Fig. 2. Scheme defining the normal projection operator PC, and the normal extension
operator cð�Þ for the arbitrary vector field v defined on C.

Fig. 3. Scheme defining Dd , a normal neighborhood of C on which the normal
extension is defined.
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The simplest constitutive behavior for c is, of course, that the
surface energy density is a constant, depending (eventually) just on
the material identity of the point x. To further simplify the model,
it can also be assumed that there is no localized dissipation at C.
The virtual work corresponding to a velocity field w is thus equal
to minus the rate of change of EðCÞ when C is virtually displaced
following w (in other words, �PC equals the shape derivative of
EðCÞ along the vector field w).

We now show that the simple model proposed above is indeed
the standard surface tension model.

3.1. Computing the shape derivative

Let v be a vector field defined on C. It defines the one-parameter
family of transformations

uv : C�� � s0; s0½ ! X; uvðx; sÞ ¼ xþ svðxÞ; ð7Þ

which transform C into the family of perturbed surfaces

Cv;s ¼: y 2 Xjy ¼ xþ svðxÞ; x 2 Cf g: ð8Þ

For s and v fixed, the inverse of uv (�,s) will be denoted by wv(�,s) :
Cv,s ? C. When no confusion can arise, the subindex v will be
omitted.

The energy of the perturbed surface Cv,s is,

EðC; v; sÞ ¼
Z

Cv;s

cðwðx; sÞÞdCv;s ¼
Z

C
cðxÞJCðx; sÞdC; ð9Þ

where JC(x,s) = dCv,s/dC is the surface Jacobian at x of the transfor-
mation uv(�,s). Notice that EðCÞ ¼ EðC; v;0Þ for all v.

These definitions allow us to define the shape derivative of EðCÞ
in a precise manner as

dEðC; vÞ ¼: lim
s!0

EðC; v; sÞ � EðCÞ
s

: ð10Þ

We now proceed to compute this shape derivative with tools
familiar to researchers in computational mechanics, namely stan-
dard continuum kinematics in 3D Cartesian coordinates. Though
not in the same context, most of the tools introduced next can be
found in the literature (see, for example, Chapter 2 of the book
by Sokolowski & Zolésio [23]).

3.1.1. Extensions and projections
Let us define the normal extension of arbitrary scalar and vector

fields f and v, defined on C, as

f̂ ðxÞ ¼: f ðPCðxÞÞ; ð11Þ
v̂ðxÞ ¼: vðPCðxÞÞ; ð12Þ

where PC(x) is the normal projection of x onto C. We assume C to
be regular enough to have a well-defined normal �n at every point,
and to exist d > 0 such that to each x in the set

Dd ¼ x 2 Rdjx ¼ zþ g�nðzÞ; with z 2 C and jgj < d
� �

; ð13Þ

the correspondence x M (z,g) is one-to-one, which allows us to de-
fine z = PC(x). See graphical explanations in Figs. 2 and 3. The def-
inition of Dd does not require it to be contained in X, so that no
difficulty appears if Dd intersects oX.

Notice that the definition of v̂ðxÞ is made by transporting
v(PC(x)) parallel to itself from the point PC(x) to the point x. This
implies that the Cartesian components of v̂ðxÞ satisfy

v̂ iðxÞ ¼ v iðPCðxÞÞ: ð14Þ

The field v̂ can also be decomposed into normal and tangential
components as

v̂ ¼ v̂nn̂þ v̂s; ð15Þ
where v̂n ¼ v̂ � n̂ and thus

v̂s ¼ bP � v̂ ðin components; ðv̂sÞi ¼ bPijv̂ jÞ; ð16Þ

where

P ¼ I� �n� �n ði:e:; Pij ¼ dij � �ni�njÞ ð17Þ

is the tangential projection tensor.

Remark 3.1. The normal projection coincides with the closest-
point projection

PCðxÞ ¼ arg miny2Cky � xk: ð18Þ

The latter can be viewed as a generalization of the former, since it is
well defined for a wider class of surfaces. It is useful to notice the
relationship between the normal projection and the signed distance
function /, that is,

/ðxÞ ¼ ðx�PCðxÞÞ � �nðxÞ ð19Þ

from which, as is well known,

r/ðxÞ ¼ n̂ðxÞ ð20Þ

and

PCðxÞ ¼ x� /ðxÞ�nðPCðxÞÞ: ð21Þ
3.1.2. Shape derivative

The transformation uv is extended to Dd as

ûvðx; sÞ ¼ xþ sv̂ðxÞ; ð22Þ
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which is a 3D deformation to which the well-known formulae from
continuum mechanics [24] apply.

Keeping v and s fixed and omitting them from the notation, we
have, in particular (notice that the developments have been trun-
cated to first order in s)

F ¼: rû ¼ Iþ srv̂ ¼ Iþ sðn̂�rv̂n þ v̂nrn̂þrv̂sÞ; ð23Þ
F�1 ¼ I� srv̂ ¼ I� sðn̂�rv̂n þ v̂nrn̂þrv̂sÞ; ð24Þ
J ¼: det F ¼ 1þ sr � v̂ ¼ 1þ sðv̂nr � n̂þr � v̂sÞ: ð25Þ

Now, letting dA ¼ �ndC denote the area differential vector and da its
image by u, it is known that

da ¼ JðF�1ÞT dA ð26Þ

and thus

da ¼ ð1þ sr � v̂ÞdA� srv̂T dA ð27Þ

¼ 1þ sðv̂nr � n̂þr � v̂sÞ½ �dA� s rv̂n � n̂þ ðrv̂sÞT
h i

dA; ð28Þ

where we have used rn̂ � n̂ ¼ 0 (n̂i;jn̂j is the normal derivative of n̂i

and is thus zero by construction of the normal extension). It can be
verified that the first term on the right-hand side of (27) (or equiv-
alently (28)) is normal to C, while the second term is tangential.
Thus, to first order in s, since dCv,s = kdak we have

dCv;s ¼ ð1þ sr � v̂ÞdC ¼ 1þ sðv̂nr � n̂þr � v̂sÞ½ �dC; ð29Þ

which combined with (9) and (10) leads to

dEðC; vÞ ¼
Z

C
cr � v̂dC ¼

Z
C
cðv̂nr � n̂þr � v̂sÞdC: ð30Þ

We now proceed to operate on this expression by integrating by
parts over C to first arrive at the effective force distribution that
the fluid exerts on the fluid, and then to derive the practical
expressions that are used in numerical computations.

3.2. Surface gradients and integration by parts over surfaces

The normal extensions we have been working with allow for
the definition of differential operators on surfaces without the
introduction of covariant derivatives. In fact, the following defini-
tions are equivalent to the usual ones from differential geometry.

Definition 3.2. The surface gradient rCf of a function f : C ! R is
the d-dimensional vector field defined by

rCf ¼: r f̂ : ð31Þ

The surface gradient rCv of a vector field v : C ! Rd is the rank-
two tensor

rCv ¼: rv̂: ð32Þ

Finally, the tangential divergence of v is defined as the trace ofrCv,
i.e.,

rC � v ¼: trace ðrCvÞ ¼ r � v̂ ¼ v̂ i;i: ð33Þ
Notice that rC is a tangential derivative, in the sense that

rCf � �n ¼ 0 and rCv � �n ¼ 0 (i.e.; ðrCvÞij�nj ¼ v̂ i;j�nj ¼ 0).

A crucial role in differential geometry is played by the tensor

H ¼: rC �n: ð34Þ

This tensor is symmetric, since

Hij ¼ ðrC �nÞij ¼ n̂i;j ¼ ðr/Þi;j ¼ /;ij: ð35Þ

Further, �n is an eigenvector of H with zero eigenvalue. This shows
that the geometric information contained in H is purely tangential.
Let us mention that H(x), viewed as a tensor on the tangent plane at
x, is called the second fundamental form of C at x. Since d = 3 and one
eigenvalue is necessarily zero, let us denote by j1(x) and j2(x) the
other two eigenvalues of H(x). The mean curvature of C is defined
as the trace of H, that is,

jðxÞ ¼: trace ðHðxÞÞ; ð36Þ
which also implies j = j1 + j2 and

j ¼ Hii ¼ n̂i;i ¼ r � n̂ ¼ rC � �n: ð37Þ
The mean curvature j, being an invariant of H, does not depend on
the choice of the Cartesian frame and is thus mechanically mean-
ingful. Also invariant is the product

K ¼ j1j2; ð38Þ

which is the determinant of the tangential part of H and is known as
Gaussian curvature. An invariant of rank-two tensors that appears
frequently in mechanics is the Frobenius norm,

kHðxÞk ¼:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HðxÞ : HðxÞ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HijðxÞHijðxÞ

q
: ð39Þ

Its relationship to the invariants j and K results from

H : H ¼ j2
1 þ j2

2 ¼ ðj1 þ j2Þ2 � 2j1j2 ¼ j2 � 2K: ð40Þ

Remark 3.3. It is important to understand that, for a scalar field f
defined not just on C but also defined on a neighborhood of it, and
for x R C, f(x) does not in general coincide with f̂ ðxÞ. In fact, f̂ is the
normal extension of the surface values of f and thus rf –rCf.

In fact, assuming f differentiable at C,

rCf ðxÞ ¼ PðxÞ � rf ðxÞ x 2 C ð41Þ

(in components, (rCf)i = Pijf,j). Similarly, for a differentiable vector
field v defined in a neighborhood of x 2 C,

rCvðxÞ ¼ rvðxÞ � PðxÞ i:e:; ðrCvÞij ¼ v i;kPkj

� �
; ð42Þ

which is easily proved by first noticing that, from (21),

v̂ðxÞ ¼ vðx� /ðxÞn̂ðxÞÞ ð43Þ

and thus,

ðrCvÞij ¼ v̂ i;j ¼ v i;k dkj � /;jn̂k � /n̂k;j

	 

;

which proves (42) because /,j (x) = ňj(x) and /(x) = 0.
We can now establish the integration-by-parts lemma:

Lemma 3.4. For any f defined and differentiable on C,Z
C
rCfdC ¼

Z
C

fj�ndCþ
Z
@C

f �md@C ð44Þ

so that, applying it componentwise, we get for any tangentially differ-
entiable vector field q,Z

C
rC � qdC ¼

Z
C
j�n � qdCþ

Z
@C

�m � qd@C; ð45Þ

where �n is the unit vector normal to C and m is the unit vector tangent
to C and normal to �@C (see Fig. 3).

As a corollary, we have that the integral of the surface diver-
gence of a purely tangential field on a closed surface is zero.

Proof. We use that, for any continuous function g,Z
C

gdC ¼ lim
d!0

1
2d

Z
Dd

gdX ð46Þ

and integration by parts in Dd, which with the definitions in Fig. 3
readsZ
Dd

rgdX ¼
Z
@Dd

g �NdC: ð47Þ
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In the limit d ? 0,Z
C
rCfdC

� �
i
¼ 1

2d

Z
Dd

ðdij � n̂in̂jÞf̂ ;jdX

¼ 1
2d

Z
@Dd

f̂ ðdij � n̂in̂jÞ�Njd@D�
1

2d

Z
Dd

ðdij � n̂in̂jÞ;j f̂ dX

¼
Z
@C

f �mid@Cþ
1

2d

Z
Dd

f̂ n̂j;jn̂idX ð48Þ

having used that P � �N ¼ 0 on / = ±d, that �N � n̂ ¼ 0 if �N ¼ �m, and that
n̂i;jn̂j ¼ 0. h
3.3. Surface tension forces

Applying (45) with q = cv to (30), since

cr � v̂ ¼ r � ðĉv̂Þ � rĉ � v̂ ¼ rC � ðcvÞ � rCc � v ð49Þ

gives the following.

Proposition 3.5.

dEðC; vÞ ¼
Z

C
ðcj�n�rCcÞ � vdCþ

Z
@C

c�m � vd@C ð50Þ

so that the virtual power PCðvÞ ¼ �dEðC; vÞ corresponds to

� a surface force distribution on C
A ¼ �cj�nþrCc ð51Þ
together with, if oC – ;,
� a line force distribution on oC
T ¼ c�m: ð52Þ
The normal part of A (that is, �cj�n) is immediately recognized
as the usual surface tension force, and is the only effect of the sur-
face energy if c is constant and the surface is closed. The second
part, rCc, called Marangoni force, drives tangential motion of the
fluid at the interface when c varies on C, as happens for example
as a consequence of temperature gradients (Marangoni effect).

We have thus proved that surface tension effects correspond to
variations of the energyEðCÞ ¼

R
C cdC. This is well-known in physics

but less so in mechanics, where capillary forces are in general not
introduced from a variational viewpoint.

Remark 3.6. The continuity of PC on (H1(X))d is immediate for the
case of a closed smooth surface with smooth data. In fact, assuming
C of class C2 and c in H1(C), we have from (50) that

PCðvÞ 6 ðjmax þ 1ÞkckH1ðCÞkvkðL2ðCÞÞd 6 CkvkðH1ðXÞÞd ; ð53Þ

where jmax = maxx2Cjj(x)j, and the continuity of the trace operator
has been used.

For the cases in which oC is non-empty the situation is less
clear, as will be discussed later on.

An energy estimate for the continuous problem is immediate in
our formulation. The time derivative of EðCÞ is clearly dEðC; uÞ, the
shape derivative in the direction of the real velocity field. Then,
from (3) and (4) and assuming b and P@X to be zero for simplicity,

dE
dt
¼ dEðC; uÞ ¼ �PCðuÞ ¼ �

Z
X

2lkDuk2dX 6 0; ð54Þ

which proves that the energy of the system is non-increasing and,
further, that the only dissipation present is the standard viscous dis-
sipation of the bulk fluids (i.e.; surface tension forces are conserva-
tive). The proof of the same estimate by Gerbeau and Lelièvre [25] is
much more involved.
Notice that A is not a volumetric force, but a force distribution
on C. It is sometimes written as a singular body force bC with

bC ¼ �cj�nþrCcð ÞdC; ð55Þ

where dC stands for the surface Dirac-delta distribution. This Dirac-
delta formulation is the basis of the continuous surface force method
[26,3,27–31,6], in which the delta is regularized [32,33] and the
mean curvature is numerically approximated.

In what regards the line force T, since c(x) P 0 for the fluids to
be immiscible, the interface C is always ‘‘pulling from its boundary
oC’’ with a force per unit length equal to c. This explains why c is
also referred to as surface tension or surface tension coefficient.

3.4. Useful equivalent formulations for PC

Another approach, proposed by Bänsch [34], computes PCðwÞ in
(3), with w 2W, as

PCðwÞ ¼ �
Z

C
cP : rwdC; ð56Þ

which comes from (30) and (42), since

rC �w ¼ r � ŵ ¼ traceðrw � PÞ ¼ wi;jPji ¼ P : rw
¼ ðI� �n� �nÞ : rw: ð57Þ

This formulation is very appealing for finite element formulations
for several reasons:

� Omitting other forces, the final variational equations for surface
tension read, simply,
Z

X
2lDu : DwdX�

Z
X

pr �wdX ¼ �
Z

C
cP : rwdC; ð58ÞZ

X
qr � udX ¼ 0: ð59Þ
The single term on the right of (58) accounts for the (surface-
tension plus Marangoni) force A and the line force T discussed pre-
viously. Further, there is no curvature of C involved, just the normal
vector. Though in general (58) is introduced in a way completely
different to that adopted here, it has in fact been used recently by
several authors in the finite element context [35–40]. The approxi-
mation error arising when W is replaced by a discrete analog Wh has
been analyzed by Gross and Reusken [41]. If for some reason it is
preferred to avoid the calculation of the surface integral, it can al-
ways be transformed into a volume integral by introducing the sur-
face Dirac delta and then regularizing it [38].
� Another interesting aspect of the formulation (56) is an inge-

nious semi-implicit time-discretization of the capillary force
that can be derived from it. This discretization was proposed
by Bänsch [34], based on previous work by Dziuk and coworkers
for the Laplace–Beltrami operator [42,43].
To understand the basic idea we need to introduce the identity

function
vðxÞ ¼ x ð60Þ
and denote as before v̂ the normal extension of its values on C.
Then the following properties hold.

Lemma 3.7.

v̂ðxÞ ¼ PCðxÞ ¼ x� /ðxÞn̂ðxÞ; ð61Þ
rCv ¼ P ¼ I� �n� �n; ð62Þ
DCv ¼

: rC � rCv ¼ �j�n: ð63Þ

The operator DC in (63), defined by DC =rC � rC, is the surface
Laplacian, also called Laplace–Beltrami operator.



Fig. 4. Problem setting for the thermocapillary motion of a spherical droplet.
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Proof. Property (61) is immediate from the definitions of PC and /
(the signed distance). Property (62) is proved taking the surface
gradient of (61),

ðrCvÞij ¼ v̂i;j ¼ ðxi � /ðxÞn̂iÞ;j ¼ di;j � /;jn̂i � /n̂i;j

and remembering that /;j ¼ n̂j and that / = 0 on C. Finally, to prove
(63), we differentiate again with respect to xj,

ðDCvÞi ¼ ðv̂i;jÞ;j ¼ �n̂j;jn̂i � n̂jn̂i;j: �

The semi-implicit treatment of PCðwÞ arises thus from (putting the
time step as a supra-index)Z

Cnþ1
cPnþ1 : r ~wdC ¼

Z
Cnþ1

crCv
nþ1 : r ~wdC

’
Z

Cn
crCðvn þ Dtunþ1Þ : rwdC

¼
Z

Cn
cPn : rwdCþ Dt

Z
Cn

crCunþ1 : rwdC

¼
Z

Cn
cPn : rwdCþ Dt

Z
Cn

cunþ1
i;k Pkjwi;jdC:

The last term adds a surface Laplacian of un+1 in the time discretiza-
tion thus allowing for much larger time steps than explicit formula-
tions while keeping the problem linear. This idea, or variants of it,
has been adopted and implemented by many authors [44,38,45].

3.5. A numerical example: Marangoni effect

Let Wh �W be the standard P1 element for velocity, and let
Qh � Q be the discrete space for pressure proposed by Ausas et al.
[39]. The (stabilized) discrete variational formulation of (58) and
(59) reads: Find (uh,ph) 2Wh � Qh such thatZ

X
2lDuh : DwhdX�

Z
X

phr �whdX ¼ �
Z

Ch

cP : rwhdC; ð64ÞZ
X

qhr � uhdXþ
Z

X0
shrph � rqhdX ¼ 0 ð65Þ

for all (wh,qh) 2Wh � Qh, where X0 = XnC = X+ [X� and sh ¼ cs
h2

l
[46–48], with cs ¼ 1

40. As an additional approximation, Ch is defined
as the zero-level set of a piecewise-linear function /h. The integral
over Ch is performed exactly, with c assumed constant in each ele-
ment. As done in [39], the stabilization is turned off (sh = 0) in the
elements cut by the interface.

We aim to show here, by means of a numerical example, that
the formulation (64) and (65) accurately accounts for both the sur-
face tension force and the Marangoni force. Remember from (51)
that the Marangoni force equals rCc, and induces tangential mo-
tion of the fluid at the interface. Physically, non-uniformities of c
can result from a non-uniformly distributed surfactant or due, for
instance, to temperature gradients (the surface tension coefficient
c decreases with increasing temperature).

The example we have chosen is the migration of an immiscible
spherical droplet in an unbounded domain (in the absence of grav-
ity) with a linear distribution for c,

cðxÞ ¼ c0 � _cx; _c > 0: ð66Þ

This problem has been thoroughly studied both theoretically and
experimentally in the past (see e.g. [49,50] and references therein).
A sketch of the geometry and choice of coordinates can be found in
Fig. 4. The corresponding differential equations and interface condi-
tions are

� lr2uþrp ¼ 0 on X0; ð67Þ
r � u ¼ 0 on X; ð68Þ
srt � �n ¼ �cj�nþrCc on C ð69Þ
to be solved subject to the far-field conditions

uðx ! 1Þ ¼ 0 pðx ! 1Þ ¼ p1: ð70Þ

The exact solution to (67)–(70) exhibits a motion of the drop-
let along +x, with velocity

U ¼ 2
15

_cR
l
; ð71Þ

which drives the interface towards regions with lower values of c,
thus reducing its energy. Let us define

v ¼ u� U�i; ð72Þ

with �i the unit vector along x. Then, the radial and tangential com-
ponents of v, and the pressure, can be shown to be

r > R

vþr ¼ �U cos h 1� R3

r3

� �
;

vþh ¼ U sin h 1þ R3

2r3

� �
;

pþ ¼ p1;

8>>><>>>: ð73Þ

r < R

v�r ¼ 3
2 U cos h 1� r2

R2

� �
;

v�h ¼ 3U sin h r2

R2 � 1
2

� �
;

p� ¼ p1 þ 2
R ðc0 � _cr cos hÞ;

8>>><>>>: ð74Þ

Notice that v is purely tangential at the fluid interface, i.e., the radial
component is zero ðv�r ðr ¼ R; hÞ ¼ vþr ðr ¼ R; hÞ ¼ 0Þ. This implies
that the shape does not change with time and thus the droplet
moves at a constant velocity.

For the numerical simulations, we solve (64) and (65) using an
axisymmetric 2D code, so that the horizontal coordinate is x and
the vertical coordinate y is in fact the distance from the x-axis.
Once uh is obtained, we compute vh ¼ uh � U�i. The computational
domain is taken as 0 < x < 12R, 0 6 y < 4R, with R = 0.25. It is dis-
cretized with 60,000 linear triangular elements which do not fol-
low C. The approximate interface Ch is obtained as the zero-level
set of the nodal signed distances to C and cuts the elements arbi-
trarily. We consider viscosities lA = lB = 1 and p1 = 0, and surface
tension parameters c0 = 3 and _c ¼ 1. The numerical results ob-
tained match quite well the exact solution, as shown in Fig. 5
where the numerical and exact v-velocity contours are shown,
respectively, above and below the x-axis. The velocity vectors,
which are painted with the pressure field, are tangent to the drop-
let interface. We also show in Fig. 6 the normal and tangential
components of the velocity field vh on C, as a function of the angle
h, and compare them with the exact values vr(r = R,h) = 0 and
vt(r = R,h) = 3/2Usinh. As can be noticed in the figure, there is good
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Fig. 6. Comparison of the numerical and exact normal and tangential components
of the velocity field for the thermocapillary migration of a droplet.
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agreement between them showing that the Marangoni force is
accurately accounted for.

A cross-section of the pressure field along the x-axis is plotted
in Fig. 7. The pressure jump across C depends on the position, since
spt = 2c/R and c depends on x. This is captured by the method, as
can be inferred from the left (spt‘) and right (sptr) pressure jumps
shown in the figure, which agree well with the exact values.

We also report an assessment of the numerical method in the
three dimensional case. A mesh with 1,110,000 linear tetrahedral
elements is used to discretize the computational domain [0,3R] �
[0,2R] � [0,2R]. As before, the mesh does not conform to the
interface. The results are in good agreement with the axisymmet-
rical ones, as shown in Fig. 8, where the velocity field vh and its
streamlines are plotted. Notice in the insert the field uh, the direct
result of the code.

We now turn our attention to the variational formulation of
problems involving contact lines.

4. Virtual work in the presence of contact lines

4.1. The basic model

The situation to consider now corresponds to the right part of
Fig. 1, in which the surface C touches the boundary oX splitting
it into a part that is in contact with fluid A (Cs+) and a part that
is in contact with fluid B (Cs�). The boundary of C, denoted by
oC, is a curve on oX which in Fig. 1 is represented by the two
red dots, since it corresponds to the 2D situation.

In this setting, the changes in energy at the boundary oX when
C moves must be considered, so that the total interface energy
analogous to (6) is

EðCÞ ¼
Z

C
cdCþ

Z
Csþ

csþdCs þ
Z

Cs�

cs�dCs; ð75Þ

where cs+ and cs� denote the energy densities of the interfaces
solid/fluid A and solid/fluid B, respectively. Let us denote by
EsðCÞ the sum of the second and third terms in the definition
of E above, i.e.
Fig. 5. Comparison of the velocity magnitude and pressure fields for the thermocapillar
numerical results and the one underneath is the exact solution. The maximum in the col
The velocity vectors are shown in the insert, with the colors corresponding to the pressur
is referred to the web version of this article.)
EsðCÞ ¼
Z

Csþ

csþdCs þ
Z

Cs�

cs�dCs; ð76Þ

which can be obviously written as

EsðCÞ ¼
Z

Csþ[Cs�

cs�dCs þ
Z

Csþ

ðcsþ � cs�ÞdCs: ð77Þ
y migration of a droplet. The solution above the symmetry line corresponds to the
or scale of the velocity field (red) corresponds to 0.05 and the minimum (blue) to 0.
e field. (For interpretation of the references to colour in this figure legend, the reader
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Fig. 7. Comparison of the numerical and exact pressure fields along the symmetry
axis for the thermocapillary migration of a droplet.
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Now, consider the geometrical definitions of Fig. 9. Assuming the
solid boundary (Cs+ [ Cs�) � oX to be fixed, the first integral in
(77) is a constant. Therefore, variations in Es are only due to changes
in Cs+. Applying (50) with Cs+, cs+ � cs� and ��ms playing the role of
C, c and �m respectively, one obtains

dEsðC; wÞ ¼
Z
@Csþ¼@C

ðcs� � csþÞ�ms �wd@C; ð78Þ

where �ms �w is the component of w tangential to the solid boundary
and normal to the contact line. In (78) we have used the fact that
the normal component to Cs+ of w is zero since w is in W (defined
in (1)) and assumed cs+ and cs� constants.

In the shape derivative above the fluid must slip on the surface
for the contact line to move. This is contrary to the no-slip behavior
that is observed away from contact lines. Another possibility
would be that the interface C moves along Cs by a ‘‘rolling’’ mo-
tion, reminiscent of a moving tractor tread. It was experimentally
proved by Dussan and Davis [51] that the kinematics of real mov-
ing contact lines indeed exhibit this kind of motion. Unfortunately,
this option leads to a crucial mathematical difficulty known as Huh
Fig. 8. Velocity field for the three dimensional simulation of the thermocapillary migratio
drawn.
and Scriven’s paradox [52] (see also [53,1,2] and the interesting dis-
cussion by Shikhmurzaev [54]). These authors proved that all solu-
tions of the Stokes equations with no-slip conditions at the solid
have infinite dissipation and thus lack physical sense. In mathe-
matical terms, there is no velocity field in (H1(X))d satisfying
u = 0 on oX that is compatible with any movement of the contact
line. Since contact lines indeed move, we have followed the cus-
tomary treatment of relaxing the no-slip condition in the definition
of W.

It would also be unphysical to assume a free-slip boundary, thus
it is usual to add a Navier-type slip law at oX, corresponding to a
tangential force t proportional to u (i.e.; t = �bu). The correspond-
ing virtual dissipation is, thus,

P@XðwÞ ¼ �
Z
@X

bu �wd@X: ð79Þ

Since slip is believed to take place only at molecular distances from
the contact line, b is essentially +1 everywhere except in a very
small vicinity of oC. In simulations, the size of this vicinity is taken
as the mesh size [55]. A recent discussion of slip models and their
impact on the motion of the interface C can be found in [56]. In
the numerical examples to be shown later, however, a constant va-
lue of b was adopted to simplify the presentation.

Collecting the contributions of the fluid/solid energies cs+ and
cs�, and the Navier-type slip law, the right-hand side of (58) must
be modified to

� � � ¼
Z

C
cP : rwdC�

Z
@C
ðcs� � csþÞ�ms �wd@C�

Z
@X

bu �wd@X:

ð80Þ

We emphasize that this formulation, sometimes used in simula-
tions [57,25], results from the shape derivative of (75) plus a stan-
dard Navier boundary condition. Though some dissipation has been
added at oX through the Navier term, none has been incorporated
at C or at oC (the first and second integrals above are ‘‘elastic’’).
The lack of a concentrated dissipation at oC has very important
mechanical consequences, as detailed next.
n of a droplet. To provide an idea of the mesh size the reconstructed facets of Ch are



Fig. 9. Detail of the geometrical definitions near the triple contact. The contact line
@C cuts the plane of the figure perpendicularly at the red dot. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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Proposition 4.1. Let (u, p) 2W � Q satisfyZ
X

2lDu : DwdX�
Z

X
pr �wdX

¼
Z

C
cðI� �n� �nÞ : rwdC�

Z
@C
ðcs� � csþÞ�ms �wd@C

�
Z
@X

bu �wd@X ð81Þ

for all w 2W, and let u also satisfyr � u = 0. Then, defining the Cauchy
stress tensor

r ¼ �pIþ 2lDu ð82Þ

the following differential problem is satisfied:

�r � ð�pIþ 2lDuÞ ¼ 0 on X� [Xþ; ð83Þ
srt � �n ¼ �cj�nþrCc on C; ð84Þ
u � �n ¼ 0 on @X; ð85Þ
r � �n ¼ �bu on @X; ð86Þ
c�m � �ms þ cs� � csþ ¼ 0 on @C; ð87Þ

The proof is done by integration by parts first over X+ and X�, then
over C using (45).

It must however be noticed that (81) contains, in 3D, terms of
the formZ
@C

r �wd@C

for some vector field r, and in 2D of the form r(s) �w(s), where s is
the triple point. As is well known, these terms are not bounded in
(H1(X))d. To be well defined, the test function w must admit a trace
on @C belonging to some L1(@C), which is not the case neither in 3D
nor in 2D. The well-posedness of the variational problem in a
H1(X)-setting fails, a fact that has not been pointed out in previous
finite element articles on this subject [57,25,58] though it is likely
to have numerical consequences. Of course, upon discretization all
integrals in (81) are well defined whenever the discrete velocity
space consists of continuous functions.

It should not be thought that the ill-posedness of (81) is a mere
mathematical technicality. In a remarkable article, Dussan and Da-
vies showed evidence that the velocity field is, in fact, (close to)
multi-valued at oC [51].

The apparent consensus is that some physical phenomenon
involving a microscopic characteristic length scale ends up
removing the singularity. One possibility is to modify the mathe-
matical problem so that the interface moves with another veloc-
ity, different from u. This approach was adopted at the discrete
level by Spelt [59], who modifies the level set function so that
the interface moves according to a prescribed law and at the con-
tinuous level by Shikhmurzaev [54].

Here we adopt a pragmatic viewpoint and keep assuming suffi-
cient regularity in the involved fields for the derived expressions to
make sense. The angle between C and Cs at oC is also to be inter-
preted as a ‘‘macroscopic’’ angle, sufficiently away from the contact
line to both be experimentally observable and mathematically
meaningful.

Going back to the previous proposition, its most interesting part
is certainly (87). Remembering the scheme in Fig. 9, one gets

�m � �ms ¼ cos h ¼ csþ � cs�
c

: ð88Þ

Let

M ¼ csþ � cs�
c

: ð89Þ

If jMj 6 1 define the static contact angle as

hS ¼ arc cos M ði:e: c cos hS ¼ csþ � cs�Þ ð90Þ
if not, hS = 0. This latter case is perfectly physical and corresponds to
the total wetting case, in which one of the liquids spreads com-
pletely on the solid, displacing the other. The dynamics of the
spreading is limited by dissipative processes near the contact line,
and can be very slow.

However, by direct inspection of (88) we conclude that the basic
model yields the following.

Corollary 4.2. If jMj 6 1, the interface shapes C in the variational
formulation (81) make an angle h = hS with the solid boundary at all
times. There is no ‘‘dynamic’’ contact angle different from the static
one, since

cðcos h� cos hSÞ�ms ¼ 0: ð91Þ
If jMj > 1, on the other hand, the mathematical problem is not well
posed.

The previous corollary shows that the basic model above is
contradictory with experiments, since the angle h is known to de-
pend on whether the contact line is advancing or receding, and on
its velocity (see e.g. Hocking [60], Haley and Miksis [61] and
references therein). The inability of the model to cope with the
total-wetting situation is also a drawback. Numerical implementa-
tions yield solutions strongly dependent on the mesh, as recently
shown by Afkhami et al. [62], Weinstein and Pismen [63] and
Spelt [59].

It is not difficult to prove that the previous corollary still holds if
inertia is incorporated in the model, be it the inertia of the fluid, or
of the interface, or both.

4.2. Virtual dissipation at the contact line

One possible cure to the unphysical behaviors expressed in Cor-
ollary 4.2 is to add a localized dissipation of the form

P@C;dissðwÞ ¼
Z
@C

fdiss �wd@C ð92Þ

to the right-hand side of the variational formulation (81). This mod-
ifies (87), or its equivalent (91), into

cðcos h� cos hSÞ�ms þ fdiss ¼ 0 ð93Þ

implying that the flow will adjust so that

fdiss ¼ F�ms; ð94Þ

where F is called out-of-balance interfacial tension
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Fig. 10. Interface at different times for the spreading droplet. For each time in the right column, a detail of the interface and a straight line with 45� inclination is drawn.
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F ¼ cðcos hS � cos hÞ: ð95Þ

For example, if the adopted model reads

fdiss ¼ �fu ð96Þ

a fortiori this implies that the velocity will be parallel to �ms and thus
perpendicular to the contact line; i.e.,
uðx; tÞ ¼ Vðx; tÞ�msðx; tÞ for x 2 @CðtÞ: ð97Þ

Much of the physics literature in this area is devoted to understand-
ing the relationship between F and V (or equivalently between h and
V), considering a wide variety of phenomena such as viscous dissi-
pation, dissipation in the precursor film, activation-dominated
adsorption/desorption, pinning of the contact line by defects and



Fig. 11. Snapshot of the flow field at t = 8 � 10�6 for the case of Fig. 10. Velocity
magnitude contours, streamlines and normalized velocity vectors. Slip coefficient b
equal to 10�5 (corresponding to a slip length well resolved by the mesh) and
without considering local dissipation (f = 0). The maximum in the color scale (red)
corresponds to 2673 and the minimum (blue) to 0. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
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Fig. 12. Measured angle as a function of time for the spreading droplet with hS = 45�
and different values for the constant f.
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Fig. 13. Interface angle at the contact point as a function of time on a coarse mesh
(h = 5.6 � 10�3) and a fine mesh (h = 1.3 � 10�3). The case without local dissipation
(f = 0) and with local dissipation (f = 5 � 10�3) are shown.
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surface roughness, etc. (see [1,2,64–66] and references therein, also
[67,56] for a more mechanical viewpoint). Typically, the relation-
ship is written as

F ¼ �fV ; ð98Þ

with f a parameter that may depend on the flow variables.
Models of contact line dissipation have seldom been used in

computational fluid dynamics, but their importance is starting to
be recognized. In the case of the VOF method [68], the first simu-
lations of moving contact lines [55] assumed F = 0 and thus implic-
itly imposed the static angle. The assumption F = 0 was also
recently adopted by Ganesan and Tobiska [57]. These authors ob-
served that the actual contact angle h(t) obtained from the compu-
tations differed from hS and related this difference to the slip
parameter b. However, in view of Corollary 4.2 the continuous
problem should yield h(t) = hS for all t, and any deviation from this
should come from discretization errors. This will be further illus-
trated in the numerical example reported in the next section.

Remark 4.3. Grouping together the boundary conditions (86) and
(87) one obtains, formally,

r � �nþ buþ cðcos h� cos hSÞ�msd@C ¼ 0; ð99Þ

where doC denotes the Dirac delta distribution along the contact
line. As a consequence, Eq. (99), which has been called ‘‘Generalized
Navier boundary condition’’ (or GNBC) in the literature [25], is an-
other case of F = 0 to which Corollary 4.2 applies. Upon discretiza-
tion, however, and for a suitable choice of b, the second and third
terms of Eq. (99) can be made of the same order and thus lead to
dynamic angles h(t) different from hS. In this way the numerical
computations could in principle be adjusted so as to reproduce
experimental results.

The name GNBC, however, is in our opinion misleading. In fact,
it is just a formal way of rewriting the standard Navier slip
condition (86) on oX together with the contact line equilibrium
condition (87), equivalent to (91) and to F = 0 (a ‘‘do-nothing
approach’’).
Manservisi and Scardovelli [58] recently discussed and imple-
mented (in 2D) models of the form

F ¼ cRðCaÞ; i:e:; f ¼ c
V

RðCaÞ; ð100Þ

where Ca = lV/c and R(Ca) may be very simple (a power law model)
or more sophisticated ones. Similarly, Afkhami et al. [62] imple-
mented a variant of these models in which the numerical dissipa-
tion force F depends on the mesh size h. This is logical, since
there will always be some part of the viscous dissipation that takes
place at scales smaller than h.

Remark 4.4. In 3D, there exist two possible forms for P@C;dissðwÞ
compatible with what has been presented above, namely

P@C;dissðwÞ ¼ �
Z
@C

fðu � �msÞðw � �msÞd@C ð101Þ

or

P@C;dissðwÞ ¼ �
Z
@C

fu �wd@C: ð102Þ

The former assigns no dissipation to velocities tangential to the con-
tact line, while the latter forces the velocity to be normal to oC. To
our knowledge, it is not clear which of the previous models is to be
favored in 3D simulations, though obviously the latter is simpler to
implement. The final formulation for incorporating contact-line dis-
sipation and dynamically-evolving contact angles consists simply of
adding the dissipation given by (102) to the right-hand side of (81),
which treated semi-implicitly would lead to an additional matrix
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with the structure the mass matrix of the contact line, where the
line density f is a nonlinear function (of kuk, of h, etc.) that can pos-
sibly be updated by fixed-point iteration.
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Fig. 14. Comparison of the contact point position as a function of time on a coarse
mesh (h = 5.6 � 10�3) and a fine mesh (h = 1.3 � 10�3). The case without local
dissipation (f = 0) and with local dissipation (f = 5 � 10�3) are shown.
4.3. Level-set finite element method

We adopt the same stabilized finite element method of the pre-
vious section, now considering the temporal evolution of the inter-
face. The time step size is denoted by Dt, and all variables are
assumed known at time tn, so that the unknowns correspond to
time tn+1. The level-set function /h belongs to the space Uh, which
is taken as the standard P1 space. The time-step index appears as a
supra-index. The discrete problem at each time step thus reads:

Find ðunþ1
h ; pnþ1

h ;/nþ1
h Þ 2Wh � Q h �Uh such thatZ

X
2lDunþ1

h : DwhdX�
Z

X
pnþ1

h r�whdX

¼
Z

Cnþ1
h

cPnþ1 :rwhdC�
Z
@Cnþ1

h

cMþ f�ms �unþ1
h
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Z
X
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h dXþ

Z
X0

shrpnþ1
h � rqhdX ¼ 0; ð104Þ

Z
X

/nþ1
h � /n

h

Dt
þ unþ1

h � r/nþ1
h

" #
wh þ ~shunþ1

h � rwh

 �
dX ¼ 0 ð105Þ

for all (wh,qh,wh) 2Wh � Qh �Uh. Above, ~sh ¼ ~c h
kun

h
k and ~c ¼ 0:5, cor-

responding to a SUPG treatment of advection. Notice that

Cnþ1
h ¼ x 2 Xj/nþ1

h ðxÞ ¼ 0
� �

ð106Þ

and

Pnþ1 ¼ I� �n� �n with �n ¼ r/nþ1
h

kr/nþ1
h k

: ð107Þ

The level set is periodically reinitialized using a geometrical mass-
conserving technique [69,70].

4.4. Illustrative numerical examples

Let us begin by assessing the finite element formulation (103)–
(105) in the case without contact line dissipation (F = 0, i.e f = 0).
The parameters are set to

hS ¼ 45	; lA ¼ 10�5; lB ¼ 0:2� 10�6; c ¼ 0:075;

b ¼ 10�5; Dt ¼ 2� 10�7

and the problem is considered two-dimensional (not
axisymmetric).

The initial condition corresponds to an interface that forms an
angle h(t = 0) = 90�. The numerically-obtained interfaces at later
times are shown in Fig. 10. On the left side of the figure the inter-
face is plotted, while the detail of the contact point (on the right)
shows that the interface assumes the static angle near the wall
from the very beginning. This shows that the results of the numer-
ical methodology are in agreement with Corollary 4.2. The last
frame corresponds to the steady state shape of the droplet. A snap-
shot of the field variables at time t = 8 � 10�6 is shown in Fig. 11.
The previous simulation was run on a mesh with typical mesh size
h = 1.3 � 10�3.

In Fig. 12 we plot the contact angle as a function of time. It is
clear that if f = 0 the numerical simulation yields contact angles
that are at all times equal to the static angle. The numerical contact
angle was measured as the angle of the zero-level set of /h with the
boundary, and exhibits some oscillations that result from the reini-
tialization and from the passage of the interface from one element
to another.

In the same figure we also show the numerically-obtained an-
gles for non-zero local contact-line dissipation. To simplify the pre-
sentation, three constant values were chosen: f = 10�5, 10�4 and
5 � 10�3. In this case dynamic contact angles are observed, that re-
lax towards hS as time evolves. No attempt has been made to tune f
(probably as a function of u) so as to fit some set of experimental
data, since the numerical tests are oriented towards a critical
assessment of the variational formulation.

It should be noticed that a length scale ‘b appears as a result of
the Navier’s boundary condition,

‘b ¼
lA

b
;

which in the case discussed above takes the value ‘b = 1, so that
h
 ‘b. In general, simulations are not able to resolve the slip length,
making it important to assess the numerical method for larger val-
ues of b and coarser meshes.

Considering thus b = 2 � 10�2 (i.e.; ‘b = 5 � 10�4), the code was
run both on the previous mesh (h = 1.3 � 10�3) and on a coarser
one (h = 5 � 10�3). The numerically obtained angles are shown in
Fig. 13, both for f = 0 and f = 5 � 10�3. In agreement with other
authors [57], for these underresolved cases the contact angle
seems to be different from hS even with f = 0. Notice however that
this ‘‘dynamics’’ is strongly dependent on the mesh and thus a
numerical artifact. With f = 5 � 10�3, on the other hand, the
dynamics of the contact angle is less mesh-dependent and thus
indicative of some true underlying dynamics. The same strong
mesh sensitivity of the case f = 0 is observed for the interface posi-
tion (see Fig. 14). Though the difficulty persists with f = 5 � 10�3, it
is less pronounced, thus showing the numerical advantage of add-
ing a local dissipation at the contact line.

In Figs. 15 and 16 we show the flow variables corresponding to
underresolved simulations b = 2 � 10�2 on the fine mesh
(h = 1.3 � 10�3), for f = 0 and f = 5 � 10�3, respectively. The in-
stants (t = 7.5 � 10�5 and t = 3.1 � 10�3) were chosen so that the
contact line is near the position x = 0.15, which is also the case in
Fig. 11 (t = 8 � 10�6).

As additional illustration, let us show that simulating the case of
total wetting (M > 1) is also possible with this formulation. In
Fig. 17 we show the evolution of a 2D droplet with a spreading
parameter M = 2. In this case the droplet does not reach a steady
state but continues spreading at a monotonously decreasing speed.
Another M = 2 case is reported in Fig. 18. This case is three-dimen-
sional, with an initially-prismatic shape, and was run on a mesh
consisting of 480,000 tetrahedra.



Fig. 15. Velocity magnitude contours, streamlines and normalized velocity vectors.
The image corresponds to time t = 7.5 � 10�5 and the simulation parameters are:
b = 2 � 10�2, h = 1.3 � 10�3 and f = 0. The maximum in the color scale (red)
corresponds to 394 and the minimum (blue) to 0. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

Fig. 16. Velocity magnitude contours, streamlines and normalized velocity vectors.
The image corresponds to time t = 3.1 � 10�3 and the simulation parameters are:
b = 2 � 10�2, h = 1.3 � 10�3 and f = 5 � 10�3. The maximum in the color scale (red)
corresponds to 7.6 and the minimum (blue) to 0. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
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Fig. 17. Interface at different times for the spreading droplet with total wetting.
Simulation parameters: M = 2, b = 10�5, f = 10�4.
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4.5. Imposing the contact angle in variational formulations

It has been shown that local dissipation is needed for the dy-
namic contact angle to differ from the static one. However, the dis-
sipation law can be unavailable and make it preferable to impose
directly the contact angle itself through a law of the type

h ¼ HðV ; . . .Þ; ð108Þ

where in addition to the velocity h may depend non-locally on
material properties of the contacting media, the flow field, the
geometry, etc. [53,2,71].

This imposition, in our discrete variational framework, should
be viewed as a constraint and imposed by means of Lagrange mul-
tipliers. We thus have an additional unknown kh defined on oC and
belonging to some discrete space Kh. In the discrete formulation,
Eq. (103) is then replaced by the following two equations:Z

X
2lDunþ1

h : DwhdX�
Z

X
pnþ1

h r�whdX

¼
Z

Cnþ1
h

cPnþ1 :rwhdC�
Z
@Cnþ1

h

cMþknþ1
h

	 

�ms �whd@C

�
Z
@X

bunþ1
h �whd@X; ð109Þ

Z
@Cnþ1

h

gh cos h� cos Hðuh � �msÞ½ �ds ¼ 0 ð110Þ

to be satisfied for all wh 2Wh and gh 2Kh. Notice that cM can be ab-
sorbed into kh. This can be thought equivalent to what is done by
Dupont and Legendre [31] where fdiss is adjusted until the contact
angle condition is satisfied, and provides a systematic extension
of their method to 3D problems.

An interesting question in the previous formulation concerns
the appropriate space Kh for the Lagrange multiplier, together with
a suitable discrete evaluation of h from the level set /h. This is a
challenging open problem in this area of computational mechanics.

Further, the previous formulation does not account for contact-
line pinning, for which a heuristic treatment is given in [31]. A
treatment of pinning more in the spirit of (109) and (110) has been
proposed recently for electrowetting in Hele–Shaw flows by Walk-
er et al. [45].

5. Concluding remarks

The purpose of this article has been to present and discuss fluid
problems involving surface tension, capillarity and wetting within
the framework of variational formulations, which are the usual
language of computational mechanics and of finite element
methods.

It has been shown how to derive the interface forces as the
shape sensitivity of the interfacial energy. To avoid requiring pre-
vious knowledge of differential geometry, the required results have
been proved using the embedding of C into R3 and adopting fixed
Cartesian coordinates in 3D space. The static contact angle has also
been shown to appear naturally from the shape sensitivity of the
energy, and the necessity of adding local dissipation at the contact
line to have nontrivial contact-angle dynamics has been
established.

Several formulations from the literature have been derived in a
unified setting so that, hopefully, some subtle difficulties inherent
to this research area have been clarified. The major underlying con-
ceptual difficulty, namely the unboundedness of PC on the space W
of physically-admissible velocity fields, has been explained and



Fig. 18. Interface at different times for the spreading of an initially-prismatic droplet with total wetting. The simulation parameters are: M = 2, b = 2 � 10�2, f = 10�4. Shown
are the times t = 0, 2 � 10�5, 10�4, 2 � 10�4, 3 � 10�4 and 4 � 10�4. Prism geometry: (�0.125,0.125) � (�0.175,0.175) � (0,0.125). Symmetry used at x = 0 and y = 0.
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made evident in the variational framework (and certainly not
solved). Also, some previous formulations have been extended
and challenging discretization problems proposed for future
research.
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